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(VTA) and the substantia nigra
(SN), appears to be linked to
expected reward [1], and
incentive salience or
“wanting” [2].
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neuromodulatory systems allows for
appropriate decision making in games of
conflict.

2. Impairment to either the dopaminergic or
serotonergic system will lead to
perseverant, uncooperative behavior.

3. Although DA and 5-HT activity appears to
be related to different expectations (e.g.,
predictive reward, anticipated cost), the
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Percentage of Escalation for the Neural Agent

» Serotonin, which originates in
the Raphe nucleus, appears

to be related to cognitive Adopted Strategies

and action-selection.

An agent, whose behavior
was guided by the neural
model, played the Hawk-Dove
game, where players must
choose between
confrontational and
cooperative tactics [5], [6].
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