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Abstract— Telepresence robots have become integrated into
educational, medical, and workplace settings as the capabil-
ities of remote technologies progress. Considering the recent
pandemic, the deployment of telepresence robots to digitally
represent individuals in remote environments has become
more important. The goal of this study was to investigate
if implementing autonomous features, such as navigation, in
telepresence robots could reduce cognitive load and facilitate
operation for the user. While many studies involving telepres-
ence robots examine navigation, there has been little research on
how different types of navigation affect cognitive load and user
experience. The present study measured differences between
autonomous and manual navigation on cognitive load, spatial
awareness, presence, and user experience during a scavenger
hunt task using a telepresence robot. We found that in the
autonomous navigation condition, participants moved around
their environment more efficiently, performed better in a learn-
ing and memory task, and had lower cognitive load assessments
than those in the manual navigation condition. These results
suggest that incorporating autonomous navigation functions
into telepresence robots may lessen cognitive load, enabling
individuals to attend to more stimuli in their environment and
improve learning in educational settings.

I. INTRODUCTION

With both the rise of the robotics industry and the re-
cent pandemic, there is an increased demand for remote
technologies such as telepresence robots [1], [2]. With the
limitations placed on social gatherings, telepresence robots
have become a valuable option for in-person meetings and
communication. Telepresence robots continue to be used
to participate and interact with others in various settings
like schools, hospitals, and workplaces [3], [4]. There is
a clear market for these telepresence technologies, and as
telepresence becomes more widespread, enhancing certain
experiences like ease of use and mobility have become
imperative to telepresence functionality and acceptance.

A key aspect for improving the telepresence experience is
to decrease the cognitive load needed to operate the robot.
Cognitive load is defined as the amount of working memory
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being occupied. Reducing cognitive load during teleoperation
may free users to better attend to tasks and people in their
environments [5]–[7]. Since cognitive load pertains to how
much information is present in working memory at one time,
experiencing a high cognitive load could negatively impact
an individual’s learning and attention to salient stimuli [8].

To examine the effects of navigation type on cognitive
load, our study measured cognitive load and performance
on a search task while operating a telepresence robot re-
quiring manual operation or allowing the robot to navigate
autonomously. Our experimental study followed a dual task
design and consisted of a primary task and a secondary task,
which is illustrated in Fig. 1.

The present study contributes to the study of including
remote technology into the workplace or school by:

• Introducing a spatial working memory task to assess
cognitive load.

• Including gold standard assessments for cognitive load,
presence and affect.

We find that adding autonomous features, such as path
planning and navigation, to telepresence robots can make
the following contributions:

• Reduced cognitive load during operation.
• Improved learning on working memory tasks.
• Faster task completion times.
In general, we suggest that adding autonomous features

can increase the adoption of remote technologies into the
classroom, office, and home.

II. RELATED WORKS

Studies have investigated how providing telepresence
robots with autonomous functions can affect the user experi-
ence [9], [10]. Similar to the focus of the present work, these
studies examined how to better integrate telepresence robots
into social settings and improve user experience. Batmaz and
colleagues found that automatic speed control could simplify
navigation and decrease cognitive load, but the decision to
implement this was left to the user’s personal preference
[9]. Their findings are similar to our results in that while
participants had reduced cognitive load operating the robot
autonomously, some preferred manual navigation because
they enjoyed controlling the robot. However, while Batmaz
et al. speculated that automatic speed control would reduce
cognitive load, they did not directly test this themselves, and
they did not analyze emotional affect while navigating. In the
present study, we employed standard measures of cognitive
load with NASA-TLX, a more subjective measurement of2
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Fig. 1. Experimental design for testing cognitive load during telepresence robot operation. 1. Participants accessed a GUI remotely. 2. and 3. The
participant began with a scavenger hunt to locate and navigate to each face, marked with an “X” on the GUI map, using manual or autonomous controls. 4.
After the participant found all the faces, they completed a secondary memory task to match the faces to their location. Following the learning and memory
task, they were instructed to fill out self-report questionnaires to assess workload, feeling of presence, and affect.

cognitive load, and a secondary learning and memory task,
which is a more objective measurement of cognitive load
[11]. Furthermore, we examined participants’ emotional af-
fect while operating the robot using the PANAS assessments.

Prior studies have investigated if autonomous naviga-
tion features could improve the telepresence experience.
Takayama and colleagues investigated how autonomous
features might improve the telepresence experience [12].
Autonomous-assisted obstacle avoidance lowered the num-
ber of errors, but interestingly, increased completion times.
Unlike the present study, there were no differences in most
of the NASA-TLX measurements between the autonomous
and the manual groups. This may be due to the absence of
a cognitive task, such as the present scavenger hunt which
impacted cognitive load, and by creating an additional dual
task to further measure cognitive load. Similar to the present
study, Pang and colleagues found that autonomous navigation
decreased the task completion time and lowered NASA-TLX
scores [13]. However, their task involved the robot follow an
interactant rather than specifically testing participants on a
cognitive task. Kiselev and colleagues evaluated autonomous
navigation in their telepresence study [14]. However, the
main focus of the study was whether novice users would
adopt these features.

Yang and colleagues found that personality and presence
were strongly conveyed through the telepresence robot, but
there were strains on other aspects of interaction like re-
sponsibility, dependency, and contribution [10]. While there
were similarities with our results, their study did not measure
cognitive load or implement different types of navigation in
telepresence robots.

Thus, an important contribution of the present study is
relating the inclusion of autonomous features with a cog-
nitive task like the spatial memory and face recognition
task introduced here. The dual-task design of including a
secondary learning and memory task provides more robust
measurements of cognitive load than previous studies also
examining different navigation types and cognitive load.
Furthermore, we included standard load and affect assess-
ments that further supported our hypothesis that autonomous
features can reduce cognitive load when using telepresence
robots.

III. METHODS
A. Participants and Recruitment

Participants included 11 males and 11 females (n=22)
between the ages of 18 and 48. They were recruited through
digital and physical flyers posted on the University of
California, Irvine (UCI) campus. Experimental procedures
were approved by the Institutional Review Board (IRB) at
UCI. Due to the Covid-19 pandemic, participants accessed
a Toyota Human Support Robot (HSR) remotely by log-
ging onto the laptop containing the robot’s user interface
via the TeamViewer remote desktop software. There were
no in-person experimental sessions. Before beginning the
experiment, participants filled out pre-study questionnaires
for video game experience, telepresence robot experience,
locus of control and mental rotation assessment task. We note
that the pre-study responses had no effect on experimental
results and therefore are not reported. Upon completing the
experiment, participants were compensated for the study in
the form of a gift card, or course credits granted by the UCI
Human Subjects Lab Pool.

B. Telepresence Robot and Environment
The Toyota Human Support Robot (HSR) and its asso-

ciated Robot Operating System (ROS) packages were used
for this study [15]. The HSR was designed to help with
household tasks for the elderly and impaired [16]. Prior to the
study, we mapped the floor of a university building using an
existing SLAM algorithm [17]. ROS libraries provided with
the HSR were used to plan paths. The robot’s Lidar and
camera detected obstacles and the path planner changed its
route appropriately. The robot’s onboard computer handled
the mapping and navigation. A laptop computer mounted on
the back of the robot contained the user interface that mapped
button clicks to robot movements of the body and head (Fig.
2). The camera feed from the robot was also visible on the
Graphical User Interface (GUI). The software for controlling
the robot was written in Python.

Participants accessed the HSR by logging onto the laptop
via the TeamViewer remote desktop software. This allowed
them to see the GUI and have access to the laptop’s mouse
and keyboard. The experimenter held an additional laptop
(see Fig. 3), which the participant connected to via Zoom
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Fig. 2. GUI to control the Toyota HSR. The top left image is the HSR
camera feed. In the manual navigation condition, participants clicked on the
green and blue buttons under the “Move Base” and “Move Head” functions
to move the HSR. In the autonomous navigation condition, participants
clicked on the white space on the map (top right) and the HSR planned a
path to the desired location. The desired location was marked with a green
circle while the real-time location of the robot was marked with a red circle.
The “X” marks on the map indicate where each cartoon face was located.

videoconferencing software so there could be communication
with the experimenter if necessary. The participant shared
their screen, which allowed the experimenter to see the
participant’s viewpoint.

C. Procedures
Participants were given instructions on how to connect

to TeamViewer and how to gain access to the HSR user
interface by remotely controlling the GUI for the robot.
Once connected, they underwent a short training session
where the participants learned how to navigate the HSR using
both autonomous and manual controls. In the autonomous
navigation condition, participants were instructed to click on
the white space on the map (Fig. 2, top right) causing the
HSR to move to that location. The HSR planned a path to
the desired location while avoiding obstacles. In the manual
navigation condition, participants were instructed to use the
green and blue buttons under the “Move Base” and “Move
Head” functions to move the body and the head of the HSR
(Fig. 2, bottom right). They could also use the keypad on
their computer to move the robot (to move the head: “A” -
move the head to the left, “D” - move the head to the right,
“W” - move the head up, “S” - move the head down; to move
the body: up arrow key - move the base forward, left arrow
key - rotate the base to the left, right arrow key - rotate the
base to the right). As soon as participants felt comfortable
with the controls, the experimenter put up a set of cartoon
faces at each “X” location on the map (Fig. 2, top right) to
begin the experimental session.

Note that we did not consider using a joystick since many
potential telepresence users and robot platforms do not have
this option available [3]. Furthermore, data was collected
during the height of the COVID-19 pandemic. The university
was closed with the exception of required experimental per-

Fig. 3. HSR reaching a face location via telepresence operation. An ex-
perimenter, shown in the figure, was present to assist the remote participant
if necessary.

sonnel. Participants were remote and inaccessible. Requiring
a joystick would have reduced participation.

The primary task was a scavenger hunt. Seven cartoon
faces were placed around the floor of an office building and
participants used the controls of their assigned navigation
condition (autonomous or manual) to move to each “X” on
the map. In the autonomous navigation condition, they could
only click on the map to move the body of the HSR, but
once they were at the desired location, they could move the
HSR’s head using the blue buttons in the GUI to look around
their environment. In the manual navigation condition, they
could only use the GUI’s blue and green buttons or the
keyboard to move the robot. They would use their assigned
navigation controls to locate the face and to bring the face
into “speaking distance” (close enough to see the features of
the face through the HSR camera) at each of the seven “X”
locations on the map (Fig. 3).

After completing the primary experimental task (the scav-
enger hunt), participants returned to the experimental session
Google Forms link where they completed a secondary task.
The secondary task was an image spatial learning and
memory task where participants had to match the faces to
their locations during the scavenger hunt (Fig. 4). Seven of
the cartoon faces were target faces used in the scavenger
hunt, and three of the cartoon faces were distractors that
shared similar features to the target faces but were not used
in the scavenger hunt. They had to match the correct face to
the correct location or respond “none” if the face was not
present in the scavenger hunt.

After participants finished these assessments, they moved
on to the second experimental session where they repeated
the process but used a different type of navigation and a
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Fig. 4. Secondary learning and memory task example. Participants were
instructed to match the face to the correct location on the map, and if the
face was not present during the scavenger hunt, they should mark “none.”

different set of faces. The order of the autonomous and
manual conditions was randomly assigned. Participants were
also randomly assigned to begin with either Set A or Set
B faces in the first experimental session and then switched
to the other set of faces in the second experimental session.
No order effects due to navigation mode or face sets were
observed.

D. Cognitive Load Assessments

Following the secondary task, participants completed the
NASA-TLX [18], [19], Presence [20], [21], and Positive
and Negative Affect Schedule (PANAS) [22] self-report
questionnaires. These assessments were used to additionally
measure cognitive load and user experience after each experi-
mental session. The NASA-TLX is a multi-dimensional scale
designed to obtain workload estimates from operators after
performing a task. The subscales include mental, physical,
and temporal demands, frustration, effort, and performance.
The assumption is that some combination of these dimen-
sions are likely to represent the workload experienced by
most people performing most tasks. Following [21], we used
a questionnaire to measure presence of participants when
operating the HSR. Presence is defined as the subjective
experience of being in one place or environment, even when
one is physically situated in another. The PANAS is a 20-
item self-report measure affect. Positive affect is associated
with pleasurable engagement with the environment, whereas
negative affect reflects a dimension of general distress sum-
marising a variety of negative states such as anger, guilt, or
anxiety.

E. Statistical Tests

The data collected was not normally distributed. There-
fore, the Wilcoxon signed-rank test, a non-parametric sta-
tistical hypothesis test, was used to compare the medians
between the autonomous and manual conditions.

Fig. 5. Time to complete the scavenger hunt task for autonomous
navigation condition and manual navigation. The red line is the median
of the distribution.

Fig. 6. Performance on the secondary learning and memory task measured
by the number of correct matches of faces to locations in each condition.

IV. RESULTS
A. Cognitive Load Effects on the Learning and Memory Task

In cognitive tasks, the time spent on a task can act as a
measure of cognitive load [23]. Fig. 5 shows that participants
were significantly more efficient when navigating the HSR
autonomously during the primary spatial memory task where
they had to find all the faces (p-value < 0.0001; Wilcoxon
signed-rank test). These results indicated that participants
were faster completing the experimental task in the au-
tonomous navigation condition than in the manual condition.
Since stimuli were in working memory for a shorter duration,
this may have contributed to a decrease in cognitive load.

Fig. 6 shows that participants had more correct responses
during the secondary task where they matched cartoon faces
to their locations in the autonomous navigation condition
(p-value < 0.05; Wilcoxon signed-rank test). These results
indicate that autonomous navigation may reduce cognitive
load and lead to improved learning in spatial recognition
tasks.
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Fig. 7. NASA-TLX assessment of cognitive load. In each box plot, the red
central mark indicates the median, and the blue bottom and top edges of
the box indicate the 25th and 75th percentiles, respectively. The whiskers
extend to the most extreme data points not considered outliers.

B. Cognitive Load and User Experience Assessments

In addition to the time taken and correct responses in the
primary and secondary experimental tasks, reduced cognitive
load during the autonomous condition was indicated through
participant responses on the NASA-TLX assessment which
was given immediately after each (i.e., autonomous and
manual) scavenger hunt session. The NASA-TLX scores
shown in Fig. 7 indicate that cognitive load was lower in the
autonomous navigation condition than the manual navigation
conditions (p-value < 0.0005; Wilcoxon signed-rank test).

Emotional affect has been shown to compete with work-
ing memory and may become extraneous cognitive load
[24].The positive and negative affect levels were lower in
the autonomous navigation condition than in the manual
navigation condition (Figs. 8 and 9), suggesting that sub-
jects experienced fewer distractions that interfered with their
task performance when using autonomous navigation. The
positive PANAS score was higher when operating the HSR
manually suggesting that participants experienced more posi-
tive emotions by being in control (p-value < 0.005; Wilcoxon
signed-rank test). However, the negative PANAS score was
also higher in the manual condition, possibly indicating
frustration or anxiety during HSR operation (p-value < 0.05;
Wilcoxon signed-rank test). Potential accidents and collisions
in the environment during manual operation can elicit more
emotions and anxiety from the participants [10]. Although
there were very few collisions, subjects may have feared
that a collision was imminent when operating the robot
manually. This could in turn require more engagement and
concentration on moving the robot rather than memorizing
face locations.

Telepresence robots can provide feelings of presence and
embodiment for the user [10]. There were no significant Pres-
ence score differences between the manual and autonomous

Fig. 8. Positive PANAS scores for participants in the autonomous and
manual navigation condition.

Fig. 9. Negative PANAS scores for participants in the autonomous and
manual navigation condition. The red plus signs in the boxplot indicate
outliers, which are values that are more than 1.5 times away from the 25th
or 75th percentile.

conditions (p-value > 0.10, Wilcoxon signed rank test).
Therefore, despite allowing the HSR to plan the paths to
locations, participants still felt present in the environment.
Showing the robot view during movement and having the
ability to communicate may contribute to the embodied
experience.

V. DISCUSSION

The aim of this study was to test whether using au-
tonomous navigation in telepresence robots could decrease
cognitive load and thus improve learning in educational
settings. The use of a novel scavenger hunt task and the
secondary facial recognition task, which were complemented
by standard cognition and affect assessments, provided a test
of learning and memory under different telepresence condi-
tions. Autonomous navigation may have reduced cognitive
resources being allocated to obstacle avoidance and path
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planning, which in turn may have facilitated performance
on the secondary learning and memory task. Decreasing the
cognitive load required to operate telepresence robots and
increasing the ease of use may encourage the integration of
these technologies into classrooms, homes, and workplaces.

One principal advantage of telepresence robots is the
feelings of presence and embodiment that they offer [10].
Participants reported no significant difference in feelings
of presence between the autonomous and manual naviga-
tion conditions, which indicates that including autonomous
navigation controls can serve to improve the usability of
telepresence robots without taking away from the feelings
of being present in their environment.

Future studies should include various other telepresence
robots to test the validity of the results. This would allow
us to examine if these results and some of the complications
were specific to the Toyota HSR or if they universally impact
teleoperation devices. Prior studies do suggest that manual
operation of other telepresence robots is a limitation [3], [4].
These experiments should be run with participant’s having
access to a joystick during manual operation. However, as
mentioned before, this is not an option for many potential
users [3] and situations like a pandemic lockdown may make
this difficult. Furthermore, the university lockdown meant
that there we no moving obstacles (e.g., people) during the
experiment. It would be interesting to re-run this experiment
in a dynamic setting to see how that makes a difference
in performance. Overall, the results of this study suggest
that autonomous navigation in telepresence robots like the
Toyota HSR is an effective tool in decreasing cognitive load
and improving the overall usability of telepresence robots in
day-to-day interactions.
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