
Putting the Emphasis on Unambiguous: 
The Feasibility of Data Filtering for Learning English Metrical Phonology 

 
 The linguistic system children acquire is complex and the available data are often 
noisy. One solution for converging on the correct system is that the learning mechanism 
is biased.  This bias can be constraints on the hypothesis space, instantiated as a 
parametric system in domains like metrical phonology (Halle&Vergnaud, 1987).  It can 
also be constraints on how children filter their data intake, such as only using data 
perceived as maximally informative (Pearl&Weinberg, 2007; Dresher, 1999; Lightfoot, 
1999; Fodor, 1998).  Yet, how feasible is learning from realistic data with either 
constraint type? Are there sufficient informative data for each parameter value in 
ambiguous, exception-filled input (Clark, 1994)?  I will show that it is possible to learn a 
metrical phonology system instantiated as 9 interactive parameters (schematized in figure 
1) in the highly noisy dataset of English using only unambiguous data.  This supports the 
viability of both the parametric system and the unambiguous data filter. 
 Previous work has examined methods a learner could use to recognize 
unambiguous data in ambiguous input (cues: Dresher (1999), Lightfoot (1999); parsing: 
Sakas&Fodor (2001), Fodor (1998)) as well as investigated an unambiguous filter’s 
feasibility, sufficiency, and necessity for learning a parametric system from realistic data 
distributions (Pearl&Weinberg, 2007).  Yet, many of the parametric systems probed 
previously have been relatively small, involving only a few interactive parameters 
(Pearl&Weinberg, 2007; Yang, 2002; Niyogi&Berwick, 1996).  Previous work 
examining larger parametric systems (Fodor&Sakas, 2004; Sakas, 2003; 
Sakas&Nishimoto, 2002) has often not implemented a representation of individual 
learning that simulates the gradualness and variation found in real language learners (as 
noted by Yang (2002)), nor incorporated frequency information into the data available to 
the learner. 
 The metrical phonology system presented here is complex, involving multiple 
interactive parameters that cause the order of parameter-setting to be crucial since it 
affects the learner’s perception of incoming data.  Specifically, data initially perceived as 
ambiguous may be later perceived as unambiguous, and data initially perceived as 
unambiguous may be later perceived as exceptions to the currently known system.  
Moreover, the learning model presented here is embedded in a learning framework that 
combines discrete representations with probabilistic learning in order to achieve the 
gradual learning that children exhibit.  It also learns from data distributions based on 
estimates from 540505 words of child-directed speech (CHILDES, MacWhinney 2000).  
 Despite the non-trivial system and noisy data, I find that a simulated learner is able 
to identify sufficient unambiguous data to converge on the correct metrical phonology 
system of English.  Though the two methods of unambiguous data identification (cues 
and parsing) require different constraints for success, both are able to encapsulate the 
necessary knowledge for successful acquisition in a small number of parameter-setting 
order constraints.  These results support both the viability of the unambiguous data filter, 
contributing to knowledge of the learning mechanism, and the viability of learning a 
complex parametric system, contributing to theoretical work on metrical phonology.  In 
addition, these results generate experimentally-testable predictions involving parameter-
setting orders in children.   
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Figure 1. Schematization of interactive metrical phonology system: 5 main parameters 
and 4 sub-parameters. 
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