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Abstract

It has long been recognized that there is a natural dependence between theories
of knowledge representation and theories of knowledge acquisition, with the idea that
the right knowledge representation enables acquisition to happen as reliably as it does.
Given this, a reasonable criterion for a theory of knowledge representation is that it
be useful for acquisition, particularly in non-trivial learning situations. We propose
quantitative learnability metrics meant to capture how useful a representation is for
acquisition. We then apply these metrics to the case study of English metrical stress,
a language that is notorious for having non-productive aspects in its grammar and so
being non-trivial to learn a productive grammar for. We examine three theories of
metrical stress representation, assessing their learnability via these metrics from En-
glish child-directed speech at different stages of linguistic development. We find that
while all three theories are only somewhat useful at the initial stages of stress acqui-
sition, they are far more useful at later stages and define a grammar able to capture
the vast majority of English children’s acquisitional intake. Interestingly, we also find
that the proposed English grammars in each representational theory are not the gram-
mars most easily learnable from English child-directed speech. Instead, minor changes
to each English grammar yield an English-like grammar that is far more learnable,
suggesting that these alternative English grammars should be given further theoreti-
cal, experimental, and computational consideration. We discuss implications for both
theories of representation and theories of acquisition.

1 Introduction

1.1 Why make an argument from acquisition?

One way to describe a language’s grammar is as a compact knowledge system in the human
mind that encodes both the productive and non-productive aspects of the language. The
productive aspects are typically captured by rules, constraints, or parameters, such as using
the past tense suffix —ed as the default in English or knowing that syllable weight mat-
ters for English stress. Non-productive aspects include characteristics that can be captured
in some compact manner as well as lexical idiosyncrasies that can’t be. Examples of “com-
pactable” non-productive aspects in English are irregular past tense paradigms such as drink-
drank/sink-sank /stink-stank and whether a given suffix in English attracts primary stress
(e.g., —ity does while —ness doesn’t: prodictive becomes productivity vs. prodictiveness).
Examples of lexical idiosyncrasies in English are the past tense form of go (went) and whether
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medial pretonic heavy syllables preserve stress (e.g., for in informdtion doesn’t while van
in advantageous does (Pater|2000)).

A language’s grammar is useful to speakers because it allows them to immediately com-
prehend and generate novel linguistic items that obey the encoded system of knowledge. For
this reason, grammars are viewed as generative systems. An important premise of generative
grammar theorizing is that the productive parts of a language’s grammar are captured by a
finite set of linguistic variables that can take on a restricted range of language-specific values
(e.g., specific parameter values, constraint rankings, or finite-state automata instantiations).
We will refer to this set of linguistic variables as the productive knowledge representation
(prodKR). The key idea of this approach is that the right set of linguistic variables, however
implemented by the prodKR, can account for the productive aspects of the grammar of any
human language.

This is likely one reason that a common criterion for a prodKR is that it be able to
explain the constrained cross-linguistic variation we observe in the world’s languages. The
cognitive basis of this criterion is that it is surprising to see such limited variation if there
is no common underlying prodKR that humans are drawing the productive part of their
language-specific grammars from. ProdKR theorizing then focuses on identifying the most
compact knowledge representation that can account for the observed, limited variation. In
this vein, for example, Hayes (1995:55) notes that a successful representation of productive
stress knowledge is one that is “maximally restrictive” and “capable of describing all the
stress systems of the world’s languages”.

Interestingly, we typically find that comparative linguistic work leads to several theories of
prodKRs that reasonably satisfy the cross-linguistic criterion in any given linguistic domain
(e.g., parameters (Halle and Vergnaud||1987; |[Hayes 1995) and violable constraints (Tesar and
Smolensky| 2000; [Prince and Smolensky|2002)) for metrical stress representation). If these
prodKRs are simply notational variants of each other, then this is unsurprising — all the
prodKRs are effectively versions of the same underlying prodKR. However, it is often not
obvious that existing prodKR theories are in fact notational variants. In this case, is there
some other way to evaluate them besides their compact cross-linguistic coverage?

We believe there is, due to the natural dependence between theories of representation and
theories of acquisition, which has long been recognized by the linguistics community. For
example, Pinker| (1979)) suggested a “learnability condition” for theories of representation,
requiring a good representational theory to explain the fact that languages can be learned.
Similarly, learnability is considered a fundamental property of knowledge representations
by computational learning theorists like (Osherson et al. (1986), who state that the right
representation describes the “collection of languages that is learnable by children”.

The basic assumption behind this learnability criterion is that the prodKR should be
useful for acquisition. In particular, children armed with knowledge of the linguistic variables
of the prodKR should have a huge advantage when it comes to learning the productive aspect
of their language-specific grammars. This is because the right prodKR already defines the
hypothesis space of grammars that could encode the productive aspects of the language. So,
instead of trying to figure out what variables matter for defining grammars, children can
focus on identifying the appropriate grammar from the prodKR based on their language
input. In theory, this simplification of the task allows acquisition to occur reliably and fast,
even for non-trivial cases (e.g., as suggested by |(Chomsky||[1981}; [Dresher |1999; |Crain and
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Pietroski/2002). This also accords with the consensus in computational learning theory that
structured hypothesis spaces, such as those defined by prodKRs, are necessary for language
acquisition to feasibly occur (Heinz|2014).

Therefore, if the right prodKR is meant to be useful for acquiring the productive aspects
of individual languages from children’s input, can we formalize this as a way to evaluate
different prodKR theories? We are particularly interested in comparing prodKR theories
that already satisfy the cross-linguistic criterion. The difficulty, of course, is that acquisition
is complicated, and so evaluating how useful a given prodKR is for acquisition is non-trivial.
However, if we can find a reasonable way to do so, there is much to be gained for both
theories of representation and theories of acquisition.

First, we would have a new metric for evaluating representational theories, and we can
see if all the current prodKRs satisfy this learnability criterion equally well, or if some are
better than others. Second, because this evaluation requires us to be concrete about how ac-
quisition proceeds using a particular prodKR, we become aware of the learning assumptions
each prodKR requires. That is, we more concretely describe the learning theory that accom-
panies a given representational theory. Third, because we will be evaluating prodKRs on
their ability to acquire the productive aspects of specific languages, we have an opportunity
to assess the language-specific productive grammars proposed for those languages in each
prodKR. For example, if each prodKR is being evaluated on its ability to acquire the pro-
ductive aspects of English, each prodKR will have a set of values meant to capture English
productive aspects. Interestingly, these productive grammars are often derived by careful
consideration of adult linguistic knowledge, and so can benefit from being evaluated on how
acquirable they are from children’s primary linguistic input — particularly when compared
against other potential grammars in the prodKR.

1.2 Owur approach

A child armed with a prodKR has to solve two problems: identification and filtering. On the
identification side, the child is trying to determine what the productive part of the language’s
grammar looks like, given the available language data. That is, using the prodKR, she
is trying to identify the language-specific values of the grammar variables defined by the
prodKR. On the filtering side, she is trying to determine the features in the input that
mask the productive part of the grammar — and then filter them out when identifying the
productive part. This means that at some point, the child needs to recognize that there are in
fact non-productive aspects of the grammar that are learned separately from the productive
aspects defined by the prodKR. Importantly, because (by definition) these non-productive
aspects don’t pattern like the productive aspects of the language, they can interfere with
identifying the productive aspects until they are filtered out.

In terms of the recent acquisition model of [Lidz and Gagliardi| (2015)), identification occurs
via inference over the acquisitional intake, which is the child’s input filtered in various ways.
Initially, the input is filtered via the variables of the prodKR, which highlights only those
input aspects viewed as acquisitionally relevant. The acquisitional intake may also be filtered
by additional initial biases the child has (e.g., an unambiguous data bias: |Fodor|/1998; |Pear]
2007, 2008, |2011)). Later, the acquisitional intake may be further filtered by the child’s own
linguistic experience, which helps determine which input features are productive (e.g., Yang
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2005; [Legate and Yang)[2013]).

Under this view, the child’s acquisitional intake is determined by the prodKR itself, as
well as any active filtering biases. Therefore, we propose to compare prodKR theories by
the acquisitional intake they create from children’s primary linguistic data. If the acquisi-
tional intake is easy to learn from, then we can argue the prodKR is useful for acquisition;
conversely, if the acquisitional intake is hard to learn from, we can argue the prodKR is not
useful for acquisition.

Below we present analyses of this kind, representing different stages of the acquisition
process that create different acquisitional intakes from the available linguistic data. The
first analysis type is meant to capture the initial stages of prodKR grammar acquisition
and incorporates no filtering beyond what the linguistic variables of the prodKR provide.
Specifically, this learner has the naive assumption that all the language data are generated
by the productive grammar. This is useful as an acquisitional baseline: do the different
prodKR theories actually need any additional filters or is the language-specific grammar
learnable even from a minimally filtered acquisitional intake?T]

The second analysis type is meant to capture later stages of prodKR grammar acquisition
and incorporates derived knowledge of the language-specific non-productive aspects. This
serves as a more sophisticated acquisitional evaluation: if a prodKR theory does not enable
acquisition to succeed when the learner uses the initial acquisitional intake, does this filtering
then create an acquisitional intake that enables acquisition to succeed? If so, which specific
filters do so? In general, we might reasonably expect prodKR grammar acquisition to be
easier when the child only pays attention to the data that appear to be productive. This is
because these are exactly the data that prodKR theories are meant to capture. That is, the
non-productive noise has been effectively filtered out and so the child’s acquisitional intake
should be a much cleaner source for inferring the correct prodKR grammar.

Here we use this approach for the case study of metrical stress prodKR representations,
which are evaluated on their ability to make the productive aspects of English stress learn-
able. Section [2| proposes specific learnability metrics, which are intended to be applicable
for evaluating prodKR theories more generally. We then review relevant aspects of English
stress in section [3], including the productive aspects typically captured by prodKR theories
and non-productive aspects that must also be acquired. In that section, we additionally
review empirical evidence about the acquisition trajectory for English stress because this
information helps determine when and how knowledge of English-specific non-productive
aspects might be integrated into a learner’s developing grammar. The developmental tra-
jectory also provides guidance about the exact type of input children are exposed to as their
English prodKR grammars are developing, since we know that child-directed speech changes
qualitatively with the age of the child (Bernstein Ratner|[1984} |Gleitman et al.|[1984; Kita-
mura and Burnham|2003)). We then discuss the specific set of English child-directed speech
data we use for our analyses.

We turn in section {4 to three prodKR theories of stress that have an English prodKR
grammar and can be evaluated via the proposed learnability metrics. Section [5| presents

'We note that it’s probable that additional filters are required when the child’s input is particularly noisy
(i.e., includes a significant portion of non-productive data), as is the case with English. This is discussed
in more detail when we review the relevant aspects of English stress.
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results from the two analysis types described above: (i) a learner in an initial state with
acquisitional intake that is minimally filtered, and (ii) a learner in a later state with acqui-
sitional intake that is further filtered. We find that while all three prodKR theories struggle
to capture all the patterns in the minimally filtered acquisitional intake, they all do quite
well with acquisitional intake that is filtered in various ways — that is, they define a pro-
ductive grammar that can capture the vast majority of the learner’s acquisitional intake at
that stage. This suggests that all three prodKR theories originally constructed to satisfy
the cross-linguistic criterion can also satisfy the learnability criterion under certain learning
assumptions — something that did not necessarily need to be true. Interestingly, we also
find that the proposed English-specific grammars in each prodKR are not the ones that are
most easily learnable from the acquisitional intake, no matter what the learning assumptions
are. However, minor changes in each prodKR’s English grammar yield an English-like gram-
mar that is far more learnable. We suggest that these alternative representations for the
productive English grammar be given further theoretical, experimental, and computational
consideration as either the true English grammars in each prodKR or as transitory grammars
English children using that prodKR would converge on during development. We conclude
with implications for theories of representation and theories of acquisition.

2 Learnability metrics

The essence of learnability is simply how easily children could learn a language’s grammar
when given data from that language to learn from. This is a more targeted form of the
general aim of computational learnability theory, which investigates whether it possible to
learn a language (or class of languages) from certain types of input data (Heinz|2014]).

One key finding in learnability theory has been that feasible learning is possible only
when the hypothesis space of possible grammars is restricted and structured appropriately
(see Heinz 2014 for an accessible summary of the literature on this point). This is precisely
what a prodKR is meant to do, i.e. restrict the child’s attention to certain possibilities for
the productive grammar of the language. So, in this same spirit, it is reasonable to ask if a
specific prodKR theory actually makes learning feasible for a particular language.

Another core finding in learnability theory has been that it is often possible in principle
to learn certain types of languages when the input is restricted in various ways (e.g., only
data generable by primitive recursive functions (Gold|[1967)) or only data that are complete
and computable (Angluin||1980))). Here, we restrict the input to the data that children
would likely encounter in their environment, thus satisfying Pinker’s (1979) “input condi-
tion”, which states that modeled learners should only use the information typically available
to children. Moreover, this better represents “the circumstances of actual linguistic devel-
opment in children” (Osherson et al. 1986) that are of the most interest to developmental
linguists.

We focus on how straightforward it would be to learn a particular language’s grammar
from these data, given a particular prodKR theory. We will assume children are already aware
of the prodKR — and importantly, the variables that the prodKR indicates are relevant for
determining the language’s productive grammar.
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2.1 The learnability approach

Many different approaches to assessing learnability exist (e.g., Dresher and Kaye|[1990; Clark|
[1992; [Clark and Roberts [1993; [Gibson and Wexler| [1994; [Niyogi and Berwickl [1996; [Tesar|
land Smolensky! 1996, 1998} [Dresher|1999; [Tesar and Smolenskyi2000; Sakas and Fodor|2001;
[Pearl 2011} [Clark and Lappin! 2012} [Sakas and Fodor| 2012} [Legate and Yang|[2013}; [Fulop|
and Chater||2013; Heinz 2014). Typically, studies following these approaches have assessed
a prodKR grammar’s learnability by how well it accounts for the language’s data. This
assessment can be based more directly on the observable form of the language’s data (e.g.
[Clark! [1992} [Clark and Roberts [1993]; |Gibson and Wexler| 1994} Niyogi and Berwick (1996
Tesar and Smolensky| 1996, 1998, |2000; Pearl |2011; |Legate and Yang2013) or via a filtered
version of the observable data that includes only the relevant structural cues embedded in
the data points themselves (e.g. Dresher and Kaye| [1990; Dresher|1999; |Sakas and Fodor|
, . Either way, there seems to be an implicit idea that the right grammar in a
prodKR is the one with the best fit to the appropriate acquisitional intake.

This is intuitively similar to other assessment metrics outside the domain of grammar
learning, such as the principle of Empirical Risk Minimization (ERM) (Vapnik| 1992} 2013)
in statistical learning theory. In ERM, the learner picks a hypothesis that minimizes error
on the training data. Here, this would mean a learner picks a grammar that minimizes error
on the acquisitional intake (i.e., the grammar best fits the acquisitional intake). Similarly,
the principle of Minimum Description Length (MDL) (Rissanen/ 1978} (Griinwald [2007) used
in both information theory and computational learning theory, includes a component that
captures the likelihood of the data, given the hypothesis. Here, this corresponds to the fit
of the grammar to the acquisitional intake.

Within the domain of grammar learning, we might ask why the quantity of acquisitional
intake data accounted for should be so important. One answer is that this relates to the
utility of productive grammars: a productive grammar is useful because it allows the learner
to compactly represent the productive aspects of the language data, and so language data
captured by the productive grammar do not need to be stored in detail. Instead, the pro-
ductive aspects of these data can be generated by the compact representation provided by
the grammar. So, the more data accounted for by the productive grammar, the more useful
the grammar is because there are fewer data that must be dealt with separately (e.g., stored
explicitly). Because of this, from a language use standpoint, the best productive grammar
is naturally defined as the one that can account for the most data.

The specific learnability approach we pursue here is similar to those taken by
and |Legate and Yang| (2013). In particular, we will assess (i) learnability from child-directed
speech input and (ii) learnability at the computational level (in the sense of Marr|[1982).

By evaluating learnability with child-directed speech input, we can more concretely link
learnability to the language acquisition task children actually face. This contrasts with
many of the other studies mentioned that investigated learnability over idealized data sets
intended to capture salient properties of children’s possible acquisitional intake (e.g.,
land Kaye|[1990; [Clark|[1992} [Clark and Roberts|[1993}; [Gibson and Wexler|[1994; Niyogi and|
Berwick|[1996} [Tesar and Smolensky! 1996, 1998}, [Dresher| 1999} [Tesar and Smolensky| [2000;
Sakas and Fodor|2001} [2012)).

By evaluating learnability at the computational level, we can focus on the utility of the
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hypothesis space defined by the prodKR theory. That is, does this view of the relevant gram-
mar variables easily lead the learner to that specific language’s grammar, given the available
language data? Notably, this type of analysis focuses on the choices that a rational learner
would make, given the current hypothesis space and learning preferences (Goldwater et al.
2009; Pearl et al. 2011; Perfors et al.[[2011}; |[Feldman et al.|[2013; Dillon et al./2013). It ab-
stracts away from how that choice is actually made, given the cognitive resources available to
children. A computational-level analysis can thus highlight if learnability issues already exist
for a particular hypothesis space and learning assumptions, even before cognitive constraints
come into play. A rational learner will select what it perceives to be the best productive
grammarﬂ and we suggest (following the intuition of many previous learnability studies) that
the best productive grammar is the grammar able to account for the most data in children’s
acquisitional intake.

One important note about this kind of learnability evaluation is that it is focused solely on
the practical application of data coverage. It does not care about whether a prodKR theory
is appropriately restrictive or economical, which is clearly something we believe is important
for a prodKR — a prodKR is meant to compactly represent the productive regularities in
the data, after all. So, the learnability approach we pursue here is intended for comparing
prodKR theories that have already satisfied those other critieria for prodKR “goodness”.
When we have a set of such prodKR theories, then the learnability metric proposed here can
be used to provide support for or against these prodKR theories.

2.2 Specific learnability metrics

Once we define the data in children’s acquisitional intake, we can evaluate the productive
grammars defined by a prodKR theory on their ability to account for these data. At an
individual data point level, a grammar can either be compatible or incompatible with the
data point. For example, a metrical stress grammar is compatible with a data point if
it can generate/select the observed stress contour for that data point. The proportion of
data points a grammar is compatible with is its raw compatibility with that data set (e.g.,
a grammar compatible with 70% of the data set has a raw compatibility of 0.70). When
comparing productive grammars within a prodKR, a higher raw compatibility is better since
this indicates the grammar is more useful at accounting for the available data. Thus, the
best productive grammar will have the highest raw compatibility, and be the most useful.
From a learnability perspective however, what matters more than raw compatibility is

2We do recognize that children may not identify the grammar that best captures the data they’re exposed to,
for various reasons. For example, they may not be capable of optimal inference, due to cognitive resource
constraints, and this may lead them to different — though still very useful — answers (e.g., Phillips and
Pearl 2015). Or, children may not be seeking the optimal grammar for other reasons, perhaps due to
their language learning biases. In this second case, it is important for both theoretical and developmental
linguists to be precise about the learning theory that explains how and why sub-optimal language-specific
grammars are learned from children’s language data. Still, before going down that route, it is useful to first
know if such learning mechanisms are necessary, which is exactly what the learnability approach proposed
here can identify. That is, before concerning ourselves with exceptional learning mechanisms to explain how
a child learns the language-specific grammar, we should first see whether the language-specific grammar
is optimal in the sense we describe here. If so, then general learning mechanisms aimed at identifying the
optimal grammar should suffice.
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how a productive grammar compares to other grammars defined by the prodKR theory. This
is captured by relative compatibility, which is how a grammar’s raw compatibility compares
to the raw compatibilities of other grammars in the hypothesis space. We define a gram-
mar’s relative compatibility as the proportion of grammars in the hypothesis space that this
grammar is better than, with respect to raw compatibility. The best grammar will be better
than all other grammars, and so its relative compatibility approaches 1 as the number of
grammars in the hypothesis space increases. For example, if there are 768 grammars, the
best grammar is better than 767, which gives a relative compatibility of 767/768 = 0.999.
Importantly, no matter what the raw compatibility of the best grammar is, it is the one
a rational learner would choose because it is the best of all the grammars defined by the
prodKR theory.

However, suppose we want to focus on how easy it would be to learn a grammar with
a specific raw compatibility, irrespective of how many grammars can achieve any particular
raw compatibility. This situation may occur if more than one grammar can account for
exactly the same amount of data. In this case, we might wish to calculate the relative class
compatibility of the grammar. This is the proportion of raw compatibility scores that the
current grammar’s score is better than. For example, if there are 362,880 grammars in a
hypothesis space, but only 445 distinct raw compatibility scores these grammars achieve,
a grammar with a raw compatibility score higher than 350 of these would have a relative
class compatibility of 350/445 = 0.787. Notably, the grammars with the highest relative
compatibility would also have the highest relative class compatibility (in the above example,
grammars in the best raw compatibility class would have a relative class compatibility of
444/445= 0.998) F

It would of course be good if the best grammar also had a high raw compatibility, since
this would mean the best grammar was able to compactly represent a large proportion of the
available data. Put simply, it would be very useful for the learner to select this productive
grammar. However, this is not required — the best productive grammar simply has to account
for more data than any other grammar. No matter how few data points a grammar accounts
for, if it accounts for more than any other grammar does, a rational learner will choose
it as the best productive grammar to explain the language data in the acquisitional intake.
Thus, while raw compatibility is helpful to know from a grammar utility perspective, relative
compatibility and relative class compatibility are more direct measures of learnability for a
grammar.

While the previous metrics focused on evaluating the learnability of grammars within
a prodKR, we can also evaluate prodKRs themselves. In particular, we can calculate the
learnability potential of a prodKR, which is simply the raw compatibility of the best gram-
mar defined by the prodKR. For example, if the best grammar in a prodKR (with relative
compatibility and relative class compatibility closest to 1.00) has a raw compatibility of 0.70,
then that prodKR has a learnability potential of 0.70. In effect, this metric indicates the
utility of the prodKR, as instantiated by the best grammar it defines. This is because the

3We note that because these implementations of relative and relative class compatibility depend on the

number of grammars being finite, only prodKRs with a finite number of grammars can be evaluated using
these metrics. As |Heinz (2014) notes, prodKRs with infinite hypothesis spaces can exist and may have
interesting learnability implications. For such prodKRs, the intuitions behind relative and relative class
compatibility may still be useful, but would have to be implemented a different way.
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learnability potential indicates how good the productive grammar variables defined by the
prodKR are at accounting for the available data in the child’s acquisitional intake.

2.3 Evaluating the language-specific grammar

Language-specific productive grammars have often been derived with the goal of accounting
for the language-specific knowledge adults have (e.g., [Halle and Vergnaud|/1987; Hayes||1995}
Hammond||1999; Pater| 2000)). For example, a particular parameter value or constraint or-
dering may be based on the existence of a certain multisyllabic word in the adult lexicon.
Still, the language-specific productive grammar defined by the prodKR theory should be
learnable from the data children typically encounter, since this is a main motivation from
an acquisition perspective for having a prodKR.

To satisfy the learnability criterion in the most straightforward way, we suggest that
the language-specific grammar be the grammar that is learned most easily from the lan-
guage’s acquisitional intake. This can be empirically tested using the metrics above. If the
language-specific grammar is the most easily learned grammar, it should have the highest
raw compatibility, which will cause it to have a relative compatibility and relative class com-
patibility closest to 1.00. This, in turn, would cause this grammar’s raw compatibility to be
equivalent to the learnability potential of the prodKR that defines it, since it would be the
grammar defined by that prodKR that best accounts for the language’s acquisitional intake.

3 English stress

3.1 Productive and non-productive aspects of English stress

The description of English stress, including its productive and non-productive aspects, is
decidedly non-trivial. Four relevant core patterns of monomorphemic words are as follows:

1. Stress must occur on at least one of the last three syllables (Hammond|1999).

2. Syllable weight impacts stress placement (Chomsky and Halle||1968; |[Halle and Ken-
stowicz |1991; [Hammond [1999; [Pater| 2000)), and heavy syllables (containing a tense
vowel like /i/ or closed by at least one consonant like /en/) often bear stress. This
property is typically referred to as quantity sensitivity.

3. Within a trisyllabic window, stress is also a function of lexical factors, and certain
exceptional cases are thought to be represented individually rather than being captured
by a more general pattern (Hammond||1999).

4. The stress pattern of nouns is different from that of verbs and adjectives (Chomsky and
Halle|[1968}; Hayes| 1982 Kelly| 1988; Kelly and Bock|1988; Hammond!1999; Cassidy and
Kelly|2001). For instance, there are examples like conduct/condict and désert/desért,
where the syntactic category influences the stress pattern for the syllable sequence
(e.g., the noun versions are stress-initial while the verb versions are stress-final).
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For words containing more than one morpheme, Hammond| (1999)) notes that there is
a class of affixes “outside the domain of stress assignment” (e.g., -able, -ed, -ing, -s, -or,
-er, -ly, -able, -ment, -ness) that allow modifications to the above patterns. More generally,
there are known interactions with inflectional and derivational morphology (Chomsky and
Halle | 1968; |[Kiparsky|/1979; Hayes||1982, 1995). For example, in prétty / préttier | préttiest and
sensdtion / sensdtional / sensdationally, adding inflectional and derivational morphology does
not shift the primary stress, despite adding syllables to the word.

In terms of representation, the goal of prodKR theories has been to define an English
productive grammar that compactly captures as much of this variation as possible, leaving
non-productive aspects to be encoded some other way. This ties in nicely to an acquisition
perspective: the child equipped with the prodKR should be able to learn the productive
aspects of English stress via the prodKR variables while (eventually) filtering out the non-
productive aspects. This underscores why it’s important to specify the learning assumptions
that accompany a particular prodKR theory. More specifically, we can determine two things
for a given prodKR theory: (i) how necessary this kind of filtering is when learning the
productive English stress system from the data English children typically encounter, and (ii)
what effect a plausible implementation of this kind of filtering has on the child’s acquisitional
intake.

3.2 The developmental trajectory

We turn now to what children seem to know when about English metrical stress. Experi-
mental data suggest that acquisition of the productive aspects progresses in stages. At age
two, English children use a metrical template that operates over syllables (Echols 1993) and
which has the leftmost syllable stressed (Gerken|[1994} 1996). This is useful for capturing the
stress pattern of words like cdptain, hungry, fiftieth, ldter, opening, zébra, dangel, gratefully,
and fabulous, which are found in the child-directed speech corpus we describe in section [3.3]
By age three, children have recognized that the metrical system is quantity sensitive, though
they do not recognize the full set of factors that determines how syllable weight impacts
stress placement (Kehoe|[1998). By age four or five, there is suggestive evidence that English
children have identified the target English productive grammar: (i) |Arciuli et al. (2010) find
that children as young as five override orthographic cues to alternative stress patterns that
violate the English productive grammar, and (ii) |[Pettinato and Verhoeven| (2008)) find that
children as young as four are at ceiling for repeating nonsense words that obey the English
productive grammar but not for words that violate it.

These experimental findings provide helpful guideposts for the analyses we wish to con-
duct. First, in terms of the data children are learning from, we likely want to restrict our
analyses to child-directed speech that is encountered before the age of four or five, and per-
haps initial state analyses should endeavor to use data encountered before the age of two.
Second, in terms of when non-productive aspects may be filtered out of the child’s acquisi-
tional intake, we likely want to restrict our analyses to aspects that are recognized before
the age of four or five. This is particularly relevant when we consider the aspects known to
interact with English stress, such as inflectional morphology, derivational morphology, and
syntactic category.

For morphology, recall that there is a class of affixes outside the domain of stress as-
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signment, including both inflectional affixes like -ing (dnswer/dnswering) and derivational
affixes like -ness (crdnky/crankiness). When do children recognize these affixes? If it’s before
the age of four or five, then they may be able to notice that these affixes do not impact the
stress contour and filter them out of the acquisitional intake. Experimental evidence suggests
that knowledge of derivational morphology appears to develop fairly late (well into primary
school, where it may be explicitly instructed (Tyler and Nagy| 1989; [Stotko |1994; |McBride-
Chang et al. [2005; |[Jarmulowicz et al.|2008)). In contrast, children develop knowledge of
inflectional morphology much earlier, often using it productively in their own utterances by
age three (Brown| |1973)). This suggests that a reasonable filter on the acquisitional intake
could include ignoring inflectional morphology (e.g., dnswering would be filtered to dnswer),
but probably should not include ignoring derivational morphology (e.g., crdnkiness is left
as is). This is because children do not seem to recognize derivational affixes until after the
productive aspects of English stress have been acquired.

For syntactic category, recall that noun stress patterns differ from verb and adjective
stress patterns. Experimental evidence suggests that children are aware of noun and adjective
categories as early as fourteen months (Booth and Waxman 2003), while the verb category
is argued to be available as early as two years old (Kowalski and Yang 2012). Though
there is significant debate in the acquisition literature about when the verb category is first
recognized, it is likely before the age of five as children produce verb-based overregularization
errors before then (e.g., (Cazden||1968; Kuczaj [1977; [Marcus et al.|[1992; Marchman et al.
1997) and show evidence of across-verb priming (e.g., [Thothathiri and Snedeker|2008b,a)).
This suggests they have categorical knowledge of verbs. Therefore, children may recognize
that there is an interaction of syntactic category on stress pattern before the age of five,
and perhaps filter out words from particular categories if these words obey category-specific
patterns while violating the productive grammar of English.

Given these considerations, our analyses will be conducted over speech directed at chil-
dren under the age of two since English children seem to have learned some of the productive
aspects of English stress by that age[f] The first set of analyses will assume no knowledge of
non-productive aspects and so represents the initial stage of English stress acquisition. The
second set of analyses will assume cognitively plausible filters on children’s intake, based on
the experimental data discussed above, and so represents a later stage of acquisition.

3.3 English acquisition input

We selected the Brent corpus (Brent and Siskind|2001)) from the American English subsection
of the CHILDES database (MacWhinney|2000), which contains speech directed at children
between the ages of six and twelve months (4780 multisyllabic word types,