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A traditional assumption in category-learning research,
at least since Hull (1920), is that learning is based on ob-
served category members and is relatively independent
of other sources of knowledge that the learner already
possesses. According to this data-driven or empirical-
learning view of category learning, people associate ob-
served exemplars and the features they display (or a sum-
mary representation of those features, such as a prototype
or a rule) to the name of the category. Although there
now exists a large body of theoretical work that describes
how the learning of categories proceeds from the obser-
vation of category members, it is also clear that people’s
knowledge of real-world categories includes more than
just the co-occurrence of arbitrary features and category
labels. Indeed, recent empirical studies have demon-
strated the dramatic influence that a learner’s back-
ground knowledge often has on the learning process in
interpreting and relating a category’s features to one an-
other, other concepts, and the category itself (see, Heit,
1997, and Murphy, 1993, 2002, for reviews). The pur-
pose of this article is to present a new computational
model of how the acquisition of categories is influenced
not only by empirical observations, but also by the prior
world knowledge that people bring to the learning task.

Murphy (2002) recently concluded that knowledge ef-
fects have been found to affect every aspect of concep-
tual processing for which they have been investigated.
For example, prior expectations influence the analysis of
a category exemplar into features (Wisniewski & Medin,
1994). Knowledge influences which features are at-
tended to during the learning process and affects the as-
sociation of features to the category representation (Heit,
1998; Kaplan & Murphy, 2000; Murphy & Allopenna,
1994; Pazzani, 1991; Wisniewski, 1995). In particular,
knowledge about causal relations of features can change
categorization decisions (Ahn, 1998; Ahn, Kim, Las-
saline, & Dennis, 2000; Rehder, 2003a, 2003b; Rehder &
Hastie, 2001; Sloman, Love, & Ahn, 1998). People’s un-
supervised division of items into categories is strongly
influenced by their prior knowledge about the items’ fea-
tures (Ahn, 1991; Kaplan & Murphy, 1999; Spalding &
Murphy, 1996). Knowledge about specific features can
affect the categorization of items after the categories are
learned (Wisniewski, 1995), even under speeded condi-
tions with brief stimulus exposures (Lin & Murphy,
1997; Palmeri & Blalock, 2000). Furthermore, structural
effects (e.g., those based on feature distribution and over-
lap) found with meaningless categories may not be found
or may even be reversed when the categories are related
to prior knowledge (Murphy & Kaplan, 2000; Watten-
maker, Dewey, Murphy, & Medin, 1986). Finally, knowl-
edge effects have been demonstrated to greatly influence
category-based induction (Heit & Rubinstein, 1994;
Proffitt, Coley, & Medin, 2000; Rehder & Hastie, 2001,
in press; Ross & Murphy, 1999).
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This article introduces a connectionist model of category learning that takes into account the prior
knowledge that people bring to new learning situations. In contrast to connectionist learning models
that assume a feedforward network and learn by the delta rule or backpropagation, this model, the
knowledge-resonance model, or KRES, employs a recurrent network with bidirectional symmetric con-
nection whose weights are updated according to a contrastive Hebbian learning rule. We demonstrate
that when prior knowledge is represented in the network, KRES accounts for a considerable range of
empirical results regarding the effects of prior knowledge on category learning, including (1) the ac-
celerated learning that occurs in the presence of knowledge, (2) the better learning in the presence of
knowledge of category features that are not related to prior knowledge, (3) the reinterpretation of fea-
tures with ambiguous interpretations in light of error-corrective feedback, and (4) the unlearning of
prior knowledge when that knowledge is inappropriate in the context of a particular category.
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The amount of evidence for the importance of knowl-
edge in categorization is indeed overwhelming. In fact,
its size and diversity suggest that there may not be a sin-
gle, simple account of how knowledge is involved in
conceptual structures and processes. By necessity, the
way knowledge is used in the initial acquisition of a cat-
egory, for example, must be different from the way it is
used in induction about a known category. It is an em-
pirical question as to whether the same knowledge struc-
tures are involved in different effects, influencing pro-
cessing in similar ways.

For these reasons, it is critical to explain, at the begin-
ning of a study of knowledge effects, which aspects of
knowledge will be examined and (hopefully) explained.
The goal of the present study was to understand how
knowledge is involved in acquiring new categories
through a supervised learning process. Such learning has
been the main focus of experimental studies of cate-
gories over the past 20 years and has generated the most
theoretical development, through such models as proto-
type theory (Rosch & Mervis, 1975), the context model
(Medin & Schaffer, 1978), the generalized context model
(Nosofsky, 1986), and various connectionist approaches
(e.g., Gluck & Bower, 1988; Kruschke, 1992, 2001;
Rumelhart & McClelland, 1986). We will not focus on
unsupervised category formation, and other than cate-
gorization, we will ignore the use of knowledge in pro-
cesses that occur after learning has taken place (e.g., the
induction of a new property to a category). We will pro-
vide only a preliminary analysis of how knowledge
might affect logically prior processes, such as the con-
struction of features and the analysis of an item into parts
(Goldstone, 2000; Schyns, Goldstone, & Thibaut, 1998;
Wisniewski & Medin, 1994). Our hope is that the model
we propose can eventually be integrated with accounts of
other processes in a way that models that do not include
aspects of knowledge would not be. For the present, we
focus on the question of how the mental representation
of a category results from the combination of empirical
knowledge, in the form of observed category exemplars,
and prior knowledge about the features of those exem-
plars. We have tested our account by modeling data from
recent studies of knowledge-based concept learning.

We refer to our model of category learning as the
knowledge-resonance model, or KRES. KRES is a con-
nectionist model that specifies prior knowledge in the
form of prior concepts and prior relations between con-
cepts, and the learning of a new category takes place in
light of that knowledge. A number of connectionist mod-
els have been proposed to account for the effects of em-
pirical observations on the formation of new categories,
and these models have generally employed standard as-
sumptions, such as feedforward networks (e.g., activa-
tion flows only from inputs to outputs) and learning rules
based on error signals that traverse the network from
outputs to inputs (e.g., the delta rule, backpropagation;
Gluck & Bower, 1988; Kruschke, 1992, 2001). To date,
attempts to incorporate the effects of prior knowledge
into connectionist models have been restricted to exten-

sions of this same basic architecture (e.g., Choi, Mc-
Daniel, & Busemeyer, 1993; Heit & Bott, 2000). KRES
departs from these previous attempts in its assumptions
regarding both activation dynamics and the propagation
of error. First, in contrast to feedforward networks,
KRES employs recurrent networks in which connections
among units are bidirectional and activation is allowed to
flow not only from inputs to outputs, but also from out-
puts to inputs and back again. Recurrent networks re-
spond to input signals by each unit’s iteratively adjusting
its activation in light of all the other units until the net-
work settles—that is, until change in the units’ activa-
tion levels ceases. This settling process can be under-
stood as an interpretation of the input in light of the
knowledge or constraints that are encoded in the net-
work. As applied to the categorization problems consid-
ered here, a KRES network accepts input signals that
represent an object’s features and interprets (i.e., classi-
fies) that object by settling into a state in which the ob-
ject’s category label is active.

Second, rather than backpropagation, KRES employs
contrastive Hebbian learning (CHL) as a learning rule
applied to deterministic networks (Movellan, 1989).
Backpropagation has been criticized as being neurally
implausible, because it requires nonlocal information re-
garding the error generated from corrective feedback in
order for connection weights to be updated (Zipser,
1986). In contrast, CHL propagates error, using the same
connections as those that propagate activation. During
an initial minus phase, a network is allowed to settle in
light of a certain input pattern. In the ensuing plus phase,
the network is provided with error-corrective feedback
by being presented with the output pattern that should
have been computed during the minus phase and is al-
lowed to resettle in light of that correct pattern. After the
plus phase, connection weights are updated as a function
of the difference between the activation of units between
the two phases. O’Reilly (1996) has shown that CHL is
closely related to the pattern-learning recirculation al-
gorithm proposed by Hinton and McClelland (1988). Its
performance is also closely related to a version of back-
propagation that accommodates recurrent connections
among units (Almeida, 1987; Pineda, 1987), despite the
absence of a separate network that propagates error.

In addition to activation dynamics and learning, the
third central component of KRES is its representation of
prior knowledge. As for any cognitive model that pur-
ports to represent real-world knowledge, we were faced
with the problem that knowledge representation is still
one of the less understood aspects of cognitive psychol-
ogy. For example, although progress has been made in
developing representations necessary to account for the
structured nature of some kinds of world knowledge
(e.g., schemata and taxonomic hierarchies), there is lit-
tle agreement on the overall form of representation of
complex domains, such as biology, American politics,
personalities, and so on. Nevertheless, even without a
complete theory of knowledge representation, we be-
lieve that a useful model of knowledge effects can be de-
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veloped, as long as the essential influences of prior
knowledge on category learning is somehow captured.

With this goal in mind, our method of representing prior
knowledge in KRES includes two somewhat different ap-
proaches. The idea behind the first approach is to relate or
constrain pairs of features by linking them with feature-
to-feature connections. The assumption is that features
that are related through prior knowledge will have preex-
isting excitatory connections relating them, that features
that are inconsistent will have inhibitory connections, and
that features that are not involved in any common knowl-
edge structures will have no such links (or links with zero
weight). Our claim is that, at least for the purposes of mod-
eling the learning of new categories, feature-to-feature
connections can approximate the effect of a number of
different types of pairwise semantic relations, including
causal relations, function–form relationships, part–whole
relationships, feature co-occurrence, and so on.

The second approach to representing knowledge is
borrowed from Heit and Bott (2000). The notion here is
that some category learning is based in part on the sim-
ilarity of the new category to a known category. For ex-
ample, when consumers learned about DVD players,
they no doubt used their knowledge of videocassette
recorders, which served a similar function, and CD play-
ers, which used a similar technology, in order to under-
stand and learn about the new kind of machine. Heit and
Bott accounted for such knowledge by including in the
network prior concepts that had some of the same fea-
tures as the to-be-learned categories. Although we agree
that this is one source of knowledge, we also believe that
it is somewhat limited in what it can accomplish. For ex-
ample, a number of experiments on knowledge effects
(described below) have used features that are related to
one another but that do not correspond to any existing
category. Thus, we incorporate prior concepts as one
source of knowledge but add feature–feature connec-
tions in order to more flexibly represent knowledge.

Our use of these two relatively simple forms of knowl-
edge should not be interpreted as ruling out the existence
and importance of other, more complex forms. For ex-
ample, as has already been mentioned, KRES does not
explicitly represent schemata or taxonomic hierarchies
(e.g., Brachman, 1979; Brewer & Nakamura, 1984;
Rumelhart, 1980). Also, it does not represent proposi-
tional knowledge of the form that requires binding con-
cepts to their roles as arguments of predicates (e.g.,
Fodor & Pylyshyn, 1988; Hummel & Holyoak, 1997;
Marcus, 2001). It also does not represent specific prior
examples or cases from preexisting categories that might
be accessed by similarity or analogy (as proposed, for
example, by Heit’s, 1994, integration model). In the
General Discussion section, we will assess the impor-
tance of these other forms of knowledge on category
learning and will consider ways of incorporating some of
them into later versions of the model. We will pay spe-
cial attention to comparing KRES’s assumptions regard-
ing the representation of knowledge with those of the in-

tegration model, which has simulated some of the same
empirical studies as those we will present here.

We will now describe the KRES model in detail, in-
cluding a description of its activation dynamics, learning
algorithm, and representation of knowledge. We then
will report the results of several simulations of empirical
category-learning data. We will demonstrate that KRES
is able to account for a number of striking empirical cat-
egory learning results when prior knowledge is present,
including (1) the accelerated learning that occurs in the
presence of knowledge, (2) the learning of category fea-
tures that are not related to the prior knowledge, (3) the
reinterpretation of ambiguous features in light of cor-
rective feedback, and (4) the unlearning of prior knowl-
edge when that knowledge is inappropriate in the con-
text of a particular category. These results will be
attributed to three distinguishing characteristics of
KRES: (1) a recurrent network that allows category fea-
tures to be interpreted in light of prior knowledge, (2) a
recurrent network that allows activation to flow from
outputs to inputs, and (3) the CHL algorithm that allows
(re)learning of all connections in a network, including
those that represent prior knowledge.

THE KNOWLEDGE-RESONANCE MODEL
(KRES)

Two examples of a KRES model are presented in Fig-
ures 1 and 2. In these figures, circles depict units that
represent category labels (X and Y ), category features
(A0, A1, B0, B1, etc.), or prior concepts (P0 and P1). To
simplify the depiction of connections among groups of
units, units are organized into layers, specified by boxes.
Units may belong to more than one layer, and layers may
intersect and contain other layers. Solid lines among lay-
ers represent connections among units provided by prior
knowledge. Solid lines terminated with black circles are
excitatory connections; those terminated with hollow
circles are inhibitory connections. Dashed lines repre-
sent new, to-be-learned connections. By default, two
connected layers are fully connected (i.e., every unit is
connected to every other unit), unless annotated with
“1:1” (i.e., one to one), in which case each unit in a layer
is connected to only one unit in the other layer. Finally,
double dashed lines represent external perceptual inputs.
As will be described below, both the feature units and the
category label units receive external input, although at
different phases of the learning process.

Representational Assumptions
A unit has a level of activation in the range 0 to 1 that

represents the activation of the concept. A unit i’s activa-
tion, acti , is a sigmoid function of its total input, that is,

acti 5 1 / [1 1 exp (2total-inputi)], (1)

and its total input comes from three sources:

total-inputi 5 net-inputi 1 external-inputi 1 biasi . (2)
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Network input represents the input received from other
units in the network. External input represents the pres-
ence of (evidence for) the feature in the external envi-
ronment. Finally, each unit has its own bias, which de-
termines how easy or difficult it is to activate the unit. A
unit’s bias can be interpreted as a measure of the prior
probability that the feature is present in the environment.
Each of these inputs is a real-valued number.

Relations between concepts are represented as con-
nections with a real-valued weight, weightij, in the range
minus to plus infinity. Connections are constrained to be
symmetric—that is, weightij 5 weightji.

A unit’s network input is computed by multiplying the
activation of each unit to which it is connected by the
connection’s weight and then summing over those units:

net-inputi 5 · j actj * weightij. (3)

In many applications, two (or more) features might be
treated as mutually exclusive values on a single dimen-
sion, often called substitutive features. In Figure 1, the
stimulus space is assumed to consist of five binary-valued
dimensions, with A0 and A1 representing the two values on
dimension A, B0, and B1 representing the two values on di-
mension B, and so on. To represent the mutual exclusivity

constraint, there are inhibitory connections between units
that represent the 0 value on a dimension and the units that
represent the corresponding 1 value. In Figures 1 and 2,
the units that represent prior concepts (P0 and P1) and the
to-be-learned category labels (X and Y ) are also assumed
to be mutually exclusive and, hence, are linked by an in-
hibitory connection. Note that KRES departs from many
connectionist models of concepts (e.g., Anderson & Mur-
phy, 1986; Estes, 1994; Heit & Bott, 2000; Kruschke,
1992; McClelland & Rumelhart, 1985) by representing
binary dimensions with two units, rather than with a sin-
gle unit that takes on the value 21 or 11. This approach
allows mutually exclusive features to be involved in their
own network of semantic relations. For example, unlike
the traditional approach, KRES can represent that white
and red are mutually exclusive, that white, but not red, is
related to purity, and that red, but not white, is related to
communism.

The Representation of Prior Knowledge
As has been described earlier, KRES represents prior

knowledge in the form of known concepts (i.e., units)
and/or prior associations (i.e., connections) between units.
In Figure 1, P0 is a prior concept related to features A0, B0,

Figure 1. A KRES model with prior concept units.
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and C0, and P1 is a prior concept related to features A1, B1,
and C1. The relations between features and prior concepts
are rendered as excitatory connections between the units.

Prior knowledge may also be represented in the form
of direct excitatory connections among the features, as is
shown in Figure 2. In Figure 2, it is assumed that features
A0, B0, and C0 are related by prior knowledge, as are fea-
tures A1, B1, and C1. These relations link the features di-
rectly (e.g., wings are associated with flying), rather than
through a prior concept.

In the simulations that will follow, we have employed
either prior concept units or direct interfeature connec-
tions in modeling the prior knowledge of category learn-
ers. Although the choice of which of these two forms of
representations to use can be somewhat arbitrary in cer-
tain cases (i.e., based on our own intuitions regarding the
form of the prior knowledge involved), it should be
noted that both have a similar overall effect on learning:
As the result of these mutually excitatory connections in
a recurrent network, units achieve a higher activation
level than they would otherwise, and this greater activa-
tion leads to faster learning, as will be described below.

Classification via Constraint Satisfaction
Before KRES is presented with external input that

represents an object’s features, the activation of each unit
is initialized to a value determined solely by its bias (i.e.,
the activation of each unit is initialized to the prior prob-
ability that it is present). The external input of a feature
unit is then set to 1.0 if the feature is present in the input,

21.0 if it is absent, and 0.0 if its presence or absence is
unknown. The external input of all other units is set to
0.0. The model then undergoes a standard multicycle
constraint satisfaction process that involves updating the
activation of each unit in each cycle in light of its exter-
nal input, its bias, and its current network input. (In each
cycle, the serial order in which units are updated is de-
termined by randomly sampling units without replace-
ment.)1 After each cycle, the harmony of the network is
computed (Hinton & Sejnowski, 1986; Hopfield, 1982;
Smolensky, 1986):

harmony 5 · i · j acti * actj * weightij. (4)

Constraint satisfaction continues until the network set-
tles, as indicated by a change in harmony from one cycle
to the next of less than 0.00001.

In this article we present simulations of the results of
several empirical studies, in which KRES was used to
model two dependent measures: response times (RTs)
and error rates. The number of cycles required for the
network to settle was assumed to correspond to RT. Error
rates were modeled by assuming that the activation val-
ues associated with the category label units X and Y that
obtain after the network settles represent the evidence
that the current input pattern should be classified as an
X and a Y, respectively. These activation values were
mapped into a categorization decision in the standard
way, following Luce’s choice rule:

choice-probability (X, Y ) 5 actX / (actX 1 actY). (5)

Figure 2. A KRES model with interfeature connections.
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Contrastive Hebbian Learning (CHL)
As has been described earlier, the settling of a network

that results as a consequence of presenting just the fea-
ture units with external inputs is referred to as the minus
phase. In the plus phase, error-correcting feedback is
provided to the network by setting the external inputs of
the correct and incorrect category label units to 1.0 and
21.0, respectively, and allowing the network to resettle
in light of these additional external inputs. We refer to
the activation values of unit i that obtain after the minus
and plus phases as acti2 and acti1, respectively. After the
plus phase, the connection weights are updated accord-
ing to the CHL rule:

Æweightij 5 lrate * (acti1 * actj1 2 acti2 * actj2), (6)

where lrate is a learning rate parameter. Because acti2 *
actj2 and acti1 * actj1 are the derivatives with respect to
weighti j of the harmony function (Equation 4) in the
minus and plus phases, respectively, this learning rule
can be interpreted as having the effect of increasing net-
work harmony in the plus phase and decreasing it in the
minus phase, making it more likely that the network will
settle into a state of activation more closely associated with
the plus phase when the training pattern is re-presented
in a subsequent training trial (Movellan, 1989). O’Reilly
(1996) has shown that CHL is related to the Almeida–
Pineda version of backpropagation for recurrent net-
works but that CHL achieves faster learning because it
constrains weights to be symmetric and incorporates a
simple numerical integration technique that approximates
the gradient of the error derivative. We will demonstrate
in Simulation 1 how CHL approximates the delta rule for
a simple one-layer network at the early stages of learn-
ing when the effect of recurrent connections is minimal.

Network Training
Before a KRES network is trained, all connection

weights are set to their initial values. All new, to-be-learned
connections are initialized to a random value in the range
[20.1, 0.1], and the biases of all the units are initialized to
0. The weights of those excitatory and inhibitory connec-
tions that represent prior knowledge are initialized to a
value that differs across simulations (as specified below)
and do not change during category learning.

As in the behavioral experiments we simulated, train-
ing consists of repeatedly presenting a set of training ex-
amples in blocks, with the order of the training patterns
randomized within each block. Training continues either
for a fixed number of blocks or until the average error for
a training block falls below an error criterion. The aver-
age error associated with a block is computed by sum-
ming the errors associated with each training pattern in
the block and dividing by the number of training pat-
terns. The error associated with a training pattern is cal-
culated by computing the squared difference between the
activation levels of the category label units and their cor-
rect values (0 or 1) and summing these squared differ-
ences over the two category label units.

KRES SIMULATION OF EMPIRICAL DATA

The following sections present KRES simulations of
six empirical data sets. The learning rate and error crite-
rion varied across simulations. In each simulation, the
KRES model was run 100 times with a different random
set of initial weights, and the results reported below were
averaged over those 100 runs.

Simulation 1: Prototype Effects 
and Cue Competition

The primary purpose of KRES is to account for the ef-
fect of prior knowledge on category learning. In this ini-
tial simulation, however, we show that KRES exhibits
some properties that make it a candidate model of cate-
gory learning in the absence of knowledge. In particular,
we have shown that KRES exhibits both prototype ef-
fects and cue competition effects, such as overshadowing
and blocking.

Since the popularization of the notion of probabilistic
categories in the 1970s, it has usually been found that cat-
egory membership is related directly to the number of typ-
ical features that an object displays, where typical features
are those that appear frequently among category members
and seldom among members of other categories (Hamp-
ton, 1979; Rosch & Mervis, 1975; Smith & Medin, 1981).
For example, Rosch and Mervis constructed family re-
semblance categories based on alphanumeric characters.
Some characters occurred frequently in the category, and
some occurred less frequently. Also, some characters oc-
curred more frequently in contrast categories, and others
occurred less frequently. Rosch and Mervis demonstrated
that items were classified more accurately if they pos-
sessed features common to the category but not features
that occurred in contrast categories. Many other studies
have shown experimentally that the category prototype is
classified accurately, even if it has not been seen before
(e.g., Franks & Bransford, 1971; Posner & Keele, 1968).

This sort of demonstration is very important, because
typicality effects are by far the most frequent empirical
phenomenon found in studies of concepts (Murphy,
2002) and the clearest demonstrations of typicality have
been in studies in which no knowledge was involved
(e.g., Rosch & Mervis’s, 1975, alphanumeric characters
and Posner & Keele’s, 1968, dot patterns). Furthermore,
typicality effects in natural categories can be largely, al-
though not entirely, explained by structural factors
(Barsalou, 1985). Therefore, we wished to demonstrate
that the basic KRES architecture would exhibit the usual
typicality gradient based on purely structural factors, be-
fore going on to explore knowledge effects.

To determine whether KRES would exhibit typicality
effects, we trained it on the exemplars presented in Table 1.
The exemplars consist of five binary-valued substitutive
features, where 1 and 0 represent the two values on a sin-
gle dimension. Note that although dimension value 1 is
typical of Category X and 0 is typical of Category Y, no
exemplar contains all the features typical of one category.
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That is, during training, the prototypes of Categories X
and Y were never presented. This sort of factorial struc-
ture has been used in many category-learning studies,
since it ensures that no feature is either necessary or suf-
ficient for categorization.

This KRES model was like those shown in Figures 1
and 2, with an inhibitory connection of 22.0 between
features on the same dimension, but without either prior
concepts or interfeature connections, since the features
were assumed to be arbitrary. Training proceeded with a
learning rate of 0.10 until an error criterion of 0.10 was
reached. After training, the model was tested with all
possible combinations of the f ive binary dimensions.
Figure 3 presents KRES’s choice probabilities as a func-
tion of the number of features typical of Category X
present in the test pattern. As Figure 3 demonstrates, the
Category X prototype 11111 was classified more accu-
rately as an X than were the original X training exemplars
(i.e., those that possessed four out of five typical X fea-
tures; see Table 1), even though it was never seen. Like-
wise, the Category Y prototype 00000 was classified
more accurately as a Y than were the original Y training
exemplars. That is, KRES exhibited classic typicality ef-
fects. The borderline items, containing only three features
of a single category (out of five) were generally classified
correctly, but less often than the more typical ones.

With a simple modification, the set of training exem-
plars shown in Table 1 can also be used to demonstrate
one of the cue competition effects known as overshad-
owing (Gluck & Bower, 1988; Kamin, 1969). According
to standard accounts of associative learning, cues com-
pete with one another so that the presence of stronger
cues will result in weaker cues being less strongly asso-
ciated to the outcome. To simulate this effect, an addi-
tional dimension, F, was added to the training exemplars
presented in Table 1 that was perfectly predictive of cat-
egory membership: Whenever an exemplar had a 1 on
dimension F, it belonged to Category X; whenever it had
a 0, it belonged to Y.

A KRES model with the same parameters was run on
this new training set. As was expected given the presence
of the perfectly predictive Dimension F, the error crite-
rion was reached in fewer blocks in this second simula-

tion (8.0) than in the original one (10.1). Moreover, the
results indicated that the features on Dimensions A–E
were not learned as well. First, the connection weights
between those features and their correct category label
were reduced from an average of 0.634 without the pres-
ence of Dimension F to an average of 0.461 with it. Sec-
ond, as a result of these weaker associations, the activa-
tion of the correct category label unit was reduced when
the network was tested with single features. To test the
network with a single feature, the unit representing that
feature was given an external input of 1, the unit repre-
senting the other feature on the same dimension was
given an input of 21, and all other units were given 0.
Whereas the choice probability associated with individ-
ual features on Dimensions A–E was .81 in the original
simulation, it was reduced to .73 in the presence of Di-
mension F. That is, Dimension F overshadowed the
learning of the other features. Because of the error-driven
nature of the CHL rule, it is straightforward to show that
KRES networks also exhibit standard blocking effects, in
which feature-to-category associations that are already
learned prevent the learning of new associations.

These initial simulations demonstrate that despite its
nonstandard activation dynamics (recurrent networks)
and learning rule (CHL), KRES can learn categories and
exhibits standard prototype and cue competition effects.
The fact that KRES exhibits these effects is not surpris-
ing, because it can be shown that for the simple network
employed in Simulation 1, the CHL rule approximates
the delta rule. Two assumptions are necessary to show
this. First, assume that during the plus phase of the CHL
procedure, the correct and incorrect category labels take
on the values that they should ideally reach in the pres-
ence of the input pattern (namely, 1 and 0), rather then
just having their external inputs set to 1 and 21, respec-
tively.2 Second, during the early parts of learning, con-
nection weights are close to zero. As a result, during the
plus phase, the new activation values of the category

Table 1
Training Exemplars for Simulation 1

Dimension Category
A B C D E Label

1 1 1 1 0 X
1 1 1 0 1 X
1 1 0 1 1 X
1 0 1 1 1 X
0 1 1 1 1 X
0 0 0 0 1 Y
0 0 0 1 0 Y
0 0 1 0 0 Y
0 1 0 0 0 Y
1 0 0 0 0 Y

Figure 3. Classification test results from Simulation 1.
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label units return little activation to the feature units, and
hence, the activation values of the feature units change
only little between the plus and the minus phases. In
other words, early in learning, acti1 > acti2 5 acti for
feature unit i. Under these conditions, the CHL rule
Equation 6 becomes

Æweightij 5 lrate * (acti * actj1 2 acti * actj2)
5 lrate * acti * (actj1 2 actj2), (7)

where i is an input (feature) unit and j is an output (cat-
egory label) unit. Because actj1 is the “target” activation
value for the output unit (0 or 1), Equation 7 is simply the
delta rule.

Our central purpose in this article is to show that KRES
is able to account for a variety of knowledge-related
learning effects that have, until now, stood beyond the
reach of traditional empirical models of category learn-
ing. As will be seen (most clearly in Simulations 4 and
5), one of the mechanisms by which this is accomplished
is by the adjustment of the activation of the feature units.
For example, when features are involved in networks of
excitatory connections that represent prior knowledge,
the result is that those features attain higher activation
levels, as represented by acti in Equation 7. As acti in-
creases, Equation 7 indicates that the rate at which fea-
tures are associated to category label units increases (i.e.,
learning is faster).

At the same time, an equally important goal is to show
that by being grounded in a learning algorithm with
close connections to the delta rule (and for multilayer
networks, backpropagation), KRES is also a member of
the family of empirical-learning models that have been
shown to exhibit a number of phenomena of human as-
sociative learning, such as prototype effects and cue
competition. The result is a model that uses prior knowl-
edge during learning while simultaneously carrying out
associative learning. As will be seen, this feature of
KRES is crucial for accounting for the human learning
data.3

Simulation 2: Learning With Prior Concepts
In the literature on category learning with prior knowl-

edge, perhaps the most pervasive effect is that learning is
dramatically accelerated when prior knowledge is consis-
tent with the empirical structure of training exemplars.
For example, Wattenmaker et al. (1986, Experiment 1,
linearly separable condition) presented examples of two
categories whose features either could be (related condi-
tion) or could not be (unrelated condition) related to an
underlying theme or trait. (The related and the unrelated
conditions were referred to as the trait and the control
conditions by Wattenmaker et al.4) For instance, in the
related condition, one category had four typical features
that could be related to the trait honesty (e.g., “returned
the wallet he had found in the park,” “admitted to his
neighbor that he had broken his rake,” “told the host that
he was late for the dinner party because he had over-

slept,” etc.), whereas the other category had four typical
features that could be related to the trait dishonesty or
tactfulness (e.g., “pretended that he wasn’t bothered
when a kid threw a Frisbee and knocked the newspaper
out of his hands,” “told his visiting aunt that he liked her
dress even though he thought it was tasteless,” etc.). In
the unrelated condition, the four typical features of each
category could not be related to any common theme.
During training, Wattenmaker et al. presented learners
with category examples that contained most, but not all,
of the features typical of the category (as in our Simula-
tion 1). They found that subjects reached a learning cri-
terion in many fewer blocks in the related condition (8.8)
than in the unrelated condition (13.7), a result they at-
tributed to learners’ relating the features to the trait in
the former condition, but not in the latter.

This experiment was simulated by a KRES model like
the one shown in Figure 1, with eight features represent-
ing the two values on four binary dimensions. In the re-
lated, but not in the unrelated, condition, the four features
with the 0 dimension value had excitatory connections to
a prior concept unit, and the four features with the 1 di-
mension value had excitatory connections to a different
prior concept unit. The weight on these excitatory con-
nections was set to 0.75, the weight on inhibitory connec-
tions was set to 22.0, the learning rate was 0.15, and the
error criterion was 0.10. We used prior concept units in
this simulation, because it seemed clear that the subjects
already had concepts corresponding to the two traits
Wattenmaker et al. (1986) used (i.e., honesty and dis-
honesty).

Figure 4 presents the results from Wattenmaker et al.
(1986), along with the KRES simulation results (aver-

Figure 4. Results from Wattenmaker, Dewey, Murphy, and
Medin (1986), Experiment 1, linearly separable condition, and
from Simulation 2.
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aged over 100 runs, as was explained earlier). As this
figure shows, KRES replicated the basic learning ad-
vantage shown when a category’s typical features could
be related to an underlying trait or theme. That is, the
KRES model reached its learning criterion in many
fewer blocks when the categories’ features were con-
nected to a prior concept than when they were not.

KRES produced a learning advantage in the related
condition because, on each training trial, the training
pattern tended to activate its corresponding prior concept
unit. Figure 5A shows the average activation of the fea-
tures of the correct category during each training trial for
both the related and the unrelated conditions, as well as
the activation of the prior concept units that were acti-

vated by the training pattern in the related condition. The
figure indicates that in the related condition, the feature
units activated the prior concepts units to which they
were connected. Because the correct prior concept units
were activated on every training trial, the connection
weights between the prior concepts and the category
label units grew quickly, as is shown in Figure 5B. In
comparison, the connection weights between the fea-
tures and the category labels grew more slowly. This oc-
curred because each feature appeared with an exemplar
from the wrong category on some trials of each training
block, decrementing the connection weight between the
feature and its correct category node. It is the constant
conjunction of the prior concepts and the category labels
that was mostly responsible for faster learning in the re-
lated condition.

Three other aspects of Figure 5 demonstrate proper-
ties of KRES’s activation dynamics. First, the activation
of feature units was greater in the related than in the un-
related condition. This occurred because the feature
units receive recurrent input from the prior concept unit
that they activated. The result was somewhat faster
learning of the weights on the direct connections be-
tween the features and the category labels in the related
than in the unrelated condition (Figure 5B). Second, the
activation levels of the feature units in the related and the
unrelated conditions and of the prior concept units in the
related condition tended to become larger as training
proceeded. This occurred because once positive connec-
tions to the category labels were formed, the category la-
bels recurrently sent activation back to these units. This
effect was strongest for the prior concept units, which
had the strongest connections to the category labels. This
further accelerated learning in the related condition in
the later stages of learning. Finally, at the end of training,
the connection weights to category labels were larger in
the unrelated condition than in the related condition.
This result might seem puzzling, because the same error
criterion was used in both conditions and one might ex-
pect the same connection weights at the same level of
performance. This difference in connection weights oc-
curred because, whereas the category label units were
activated by both feature and prior concept units in the
related condition, they were activated by only feature
units in the unrelated condition. The result was that the
unrelated condition required greater connection weights
from the input to attain the same activation of the cate-
gory labels as that achieved in the related condition. This
difference is analogous to the cue competition effect
shown in Simulation 1: Because the prior concept units
aided performance, the connection weights between
input features and category labels were not as large.

Simulation 3: Learning Facilitated by
Knowledge

Simulation 2 provided a basic demonstration of the
fact that knowledge speeds category learning when cat-
egory features can be related to a common theme. Heit

Figure 5. Results from Simulation 2. (A) Average activation val-
ues. (B) Average weights to the correct category label units.
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and Bott (2000) conducted a more detailed study of cat-
egory learning in the presence of a prior theme by em-
ploying categories where some, but not all, of the fea-
tures could be related to the theme. Heit and Bott created
two categories with 16 features each, 8 of which could be
related to an underlying theme and 8 of which could not.
For example, for the category whose underlying theme
was church building, some of the related features were
“lit by candles,” “has steeply angled roof,” “quiet build-
ing,” and “ornately decorated.” Some of the unrelated
features were “near a bus station” and “has gas central
heating.” The subjects were required to discriminate ex-
amples of church buildings from examples of off ice
buildings (although, of course, the categories were not
given these labels), with related features such as “lit by
fluorescent lights” and “has metal furniture” and unre-
lated features such as “not near a bus station” and “has
electric central heating.” (Each exemplar also possessed
a small number of idiosyncratic features, which we will
not consider.)

In order to assess the time course of learning, Heit and
Bott (2000) presented test blocks after each block of train-
ing, in which subjects were required to classify related
and unrelated features presented alone. Because these in-
vestigators were also interested in how subjects would
classify previously unobserved features, a small number
of the related and unrelated features were never pre-
sented during training.

The subjects were trained on a fixed number of train-
ing blocks. The results, averaged over Heit and Bott’s
(2000) Experiments 1 (church vs. office buildings) and
2 (tractors vs. racing cars), are presented in Figure 6. The
figure shows the percentage of correct classifications of
individual features in the test blocks as a function of the
number of blocks of training and the type of features.
Several things should be noted. First, the subjects learned
the presented related features better than the presented
unrelated features. Second, they correctly classif ied
those related features that were never presented in train-
ing examples. Third, despite the presence of the theme,
the subjects still exhibited considerable learning of those
unrelated features that were presented. Finally, as was
expected, the subjects were at chance on those unrelated
features that were not presented.

This experiment was simulated by a KRES model
with 32 features representing the two values on 16 bi-
nary dimensions. Eight features with the 0 dimension
value (e.g., “lit by candles”) were provided excitatory
connections to a prior concept unit (the church building
concept), and the corresponding eight features with the
1 values on the same dimensions (e.g., “lit by fluores-
cent lights”) were provided excitatory connections to the
other prior concept (the office building concept). The re-
maining 16 features (2 on 8 dimensions) had no links to
the prior concepts. The weight on the excitatory connec-
tions among features was set to 0.65, the weight on in-
hibitory connections was set to 22.0, the learning rate

was 0.15, and the error criterion was 0.10. Like the sub-
jects in Heit and Bott (2000), the model was run for a
fixed number of training blocks (f ive). After training,
the model was tested by being presented with single fea-
tures, as in Simulation 1.

The results of KRES’s single-feature tests are pre-
sented in Figure 6, superimposed on the empirical data.
The figure shows that KRES reproduced the qualitative
results from Heit and Bott (2000). First, KRES classi-
fied presented related features more accurately than pre-
sented unrelated features. This occurred for the same
reasons as in Simulation 2. During learning, the prior
concept units were activated on every training trial and,
hence, quickly became strongly associated to one of the
category labels. During test, the presented related, but
not the unrelated features, activated their correct prior
concept unit, which then activates the correct label. As a
result, the related features were classified more accu-
rately than the unrelated ones.

Second, KRES classified unpresented related features
accurately, because these features also activated the prior
concept unit to which they were (preexperimentally) re-

Figure 6. Results from Heit and Bott (2000), Experiments 1
and 2, and from Simulation 3.
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lated, which in turn activated the unit for the correct cat-
egory. For example, before the experiment, Heit and
Bott’s (2000) subjects already knew that churches are
often built out of stone. After the training phase of the
experiment, they also knew that one of the experimental
categories was related to church buildings (e.g., “Cate-
gory A is a house of worship of some kind”). Therefore,
when asked which experimental category the feature
“built of stone” was related to, they picked Category A, be-
cause (according to KRES) the built-of-stone feature node
activated the church concept, which then activated Cate-
gory A. This accurate categorization occurred even though
none of the examples of Category A presented during the
experiment was described as being built out of stone.

Third, KRES exhibited considerable learning of the
presented unrelated features. In Simulation 1, we saw that
KRES could perform associative learning of the sort nec-
essary to acquire new concepts that did not involve prior
knowledge. In this simulation, we see that KRES could
simultaneously perform empirical learning of features
unrelated to prior knowledge and the more knowledge-
based learning of related features. That is, learners did
not focus solely on the prior concepts (“Category A is a
house of worship of some kind”) but also learned prop-
erties that were not related by prior knowledge to the
concepts (“Members of Category A are usually near bus
stations”). The model learned both.

Finally, KRES exhibited no learning of the unpre-
sented unrelated features, revealing that the model does
not have ESP.

Simulation 4: Prior Knowledge 
Without Prior Concepts

Although the empirical results reported in the previ-
ous two sections provide evidence for the importance of
prior knowledge during category learning, it is arguable
whether the learning that took place actually consisted
of learning new categories. The subjects already knew
such concepts as honesty (in Simulation 2) and church
building (in Simulation 3), and it might be argued that
most of the learning that took place was merely to asso-
ciate these preexisting categories with new category la-
bels (although perhaps refined with some additional fea-
tures). Indeed, the KRES simulations of these data
explicitly postulated the presence of units that repre-
sented these preexisting concepts.

Because of the use of prior concept units, it can also be
shown that the success of Simulations 2 and 3 did not de-
pend critically on the distinctive features of KRES, such
as recurrent networks and contrastive Hebbian learning.
Heit and Bott (2000) have proposed a feedforward con-
nectionist model called Baywatch, which learns accord-
ing to the delta rule. As we assumed in Simulations 2 and
3, Heit and Bott suggested that features activate prior
concepts, which are then directly associated to the new
category labels. Unlike with KRES, however, in Bay-
watch those prior concepts do not return activation to the
feature units. Heit and Bott demonstrated that Baywatch

reproduces the pattern of empirical results shown in Fig-
ure 6, despite the absence of such recurrent connections.

As was discussed earlier, there is no doubt that the
learning of some new categories benefits from their sim-
ilarity to familiar categories. In such cases, prior concept
nodes, or something like them, may well be involved and
may aid learning. However, in other cases, a new cate-
gory may be generally consistent with knowledge but
may not correspond precisely, or even approximately, to
any particular known concept. That is, some new con-
cepts may “make sense” in terms of being plausible or
consistent with world knowledge and, therefore, may be
easier to learn than those that are implausible, even if
they are not themselves familiar. For such cases, a dif-
ferent approach seems to be called for.

The empirical study of Murphy and Allopenna (1994,
Experiment 2) may be such a case. Subjects in a related
condition were asked to discriminate two categories that
had six features that could be described as coming from
two different themes: arctic vehicles (“drives on gla-
ciers,” “made in Norway,” “heavily insulated,” etc.) or
jungle vehicles (“drives in jungles,” “made in Africa,”
“lightly insulated,” etc.). Each category exemplar also
possessed features drawn from three dimensions that
were unrelated to the other features (e.g., “four door” vs.
“two door,” “license plate on front” vs. “license plate on
back”) and that were not predictive of category mem-
bership. The learning performance of these subjects was
compared with those in an unrelated control condition in
which the same features were recombined in such a way
that they no longer described a coherent category. (The
related and the unrelated conditions were referred to as
the theme and the no-theme conditions by Murphy and
Allopenna.) As in Wattenmaker et al.’s (1986) study pre-
sented above, related subjects reached a learning crite-
rion in fewer blocks (2.5) than did those in the unrelated
control condition (4.1). Unlike in Wattenmaker et al. and
Heit and Bott (2000), however, the categories employed
by Murphy and Allopenna were rated as novel, as com-
pared with the control categories, by an independent
group of subjects (see also Spalding & Murphy, 1999).
Thus, the prior concept nodes used in Simulation 2
would not be appropriate here.

To simulate these results without assuming prior
knowledge of the concepts arctic vehicle and jungle ve-
hicle, we created a KRES model like the one shown in
Figure 2 that assumed the presence of prior knowledge
only in the form of connections between features—that
is, there were no prior concept nodes. The model used
18 features, representing the two values on nine binary
dimensions. In the related, but not in the unrelated, con-
dition, 6 features with the 0 dimension value were inter-
related with excitatory connections, as were the corre-
sponding 6 features with the 1 dimension value. The
weight on these excitatory connections was initialized to
0.55, the weight on inhibitory connections was set to
22.0, the learning rate was set to 0.125, and the error
criterion was set to 0.05.
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The number of blocks required to reach criterion as a
function of condition are presented in Figure 7 for both
the experimental subjects and KRES. As the figure indi-
cates, KRES reproduced the learning advantage found in
the related condition. Since there were no prior concept
nodes in this version of the model, this advantage can be
directly attributed to KRES’s use of recurrent networks:
The mutual excitation of knowledge-related features in
the related condition resulted in higher activation values
for those units, which in turn led to the faster growth of
the connection weights between the features and the cat-
egory label units (according to the CHL rule Equation 6,
and as is shown in Equation 7), as compared with the un-
related condition. Importantly, a model such as Bay-
watch has no mechanism by which to account for the ac-
celerated learning afforded by prior knowledge in the
absence of preexisting concepts.

In both the related and the unrelated conditions, the
frequency of the six features that were predictive of cat-
egory membership varied. Whereas five of those fea-
tures appeared frequently (with six or seven exemplars in
each training block), the sixth appeared quite infre-
quently (one exemplar in each block). Murphy and Al-
lopenna (1994) tested how subjects classified individual
features during a test phase that followed learning, the
results of which are presented in Figure 8. In the unre-
lated condition, RTs on single-feature classification tri-
als were shorter for frequent than for infrequent features.
In contrast, in the related condition, RTs were relatively
insensitive to the features’ empirical frequency. This pat-
tern of results was also present in the subjects’ catego-
rization accuracy.

To determine whether KRES would also exhibit these
effects, after training we tested the model on single fea-
tures. The results are presented in Figure 8, superimposed

on the empirical data. The figure indicates that KRES’s
RTs (as represented by the number of cycles the network
needed to settle) reproduced the pattern of the human
data. In KRES, infrequently presented related features
were classified nearly as quickly as frequently presented
ones, because during training, those features were acti-
vated by interfeature excitatory connections even on tri-
als on which they were not presented. That explanation
is documented in Figure 9A, which shows the average
activation of category features during learning. In the re-
lated condition, infrequent related features were almost
as active as frequent ones, with the result that connec-
tion weights between frequent and infrequent features
and their correct category labels grew at almost the same
rate (Figure 9B). The consequence was that the single-
feature classification performance on the infrequent fea-
tures was almost indistinguishable from that of the fre-
quent features in the related condition (Figure 8). In
contrast, in the unrelated condition, infrequent features
were much less active, on average, than frequent ones,
and hence, their connection weights grew more slowly.
The consequence was that test performance on the infre-
quent features was much worse than on the frequent fea-
tures in the unrelated condition.

As Figure 9B shows, at the end of training, the con-
nection weights from frequent features were much larger
in the unrelated condition than in the related condition,
even though the subjects (and KRES) performed consid-
erably better on the frequently presented related features
than on the unrelated ones (a result seen in Simulation 3
as well). This result obtained because, during test, the
single related feature activated all the other features to
which it was related and all the related features together
activated their category unit. In contrast, in the unrelated
condition, the category unit received activation only
from the single feature that was being tested. That is, the
resonance among features in the related condition not

Figure 7. Results from Murphy and Allopenna (1994), Exper-
iment 2, and from Simulation 4.

Figure 8. Results of single-feature tests in Murphy and Al-
lopenna (1994), Experiment 2, and from Simulation 4.
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only helped during learning (by making the connection
weights to grow more quickly), it also helped during test
(by producing stronger activation of the category unit).
As a result, the connections to the category units did not
have to be as strong in the related condition as in the un-
related condition to achieve the same error rate, another
reason why the error criterion was reached in fewer
blocks in the unrelated condition.

The Separability of Prior Knowledge and
Empirical Learning

The three previous simulations provide evidence in
favor of KRES’s ability to accelerate learning by intro-
ducing prior concepts (Simulations 2 and 3) and by am-
plifying the activation of features interconnected by

prior knowledge via recurrent networks (Simulation 4).
However, it can be shown that the success of these sim-
ulations did not depend on another distinctive character-
istic of KRES—namely, that the output layer (i.e., the
category label units) is recurrently connected to the fea-
tures. Indeed, the empirical data we have considered thus
far would also be consistent with a model in which only
feature units (and perhaps prior concept units) were
linked with recurrent connections. Once this constraint
satisfaction network settled, activation could be sent to
the output layer in a feedforward manner.

One reason why it is important to consider this alter-
native model carefully is that it is related to the question
of whether the effects of knowledge and empirical learn-
ing can be conceived of as occurring independently—
that is, in separate modules. For example, according to an
addition model (Wisniewski & Medin, 1994), prior
knowledge is used to infer new features, and those new
features are input to the learning process alongside nor-
mal features. In addition, according to what Wisniewski
and Medin called a selection model, prior knowledge se-
lects (or weights) the features before they are input to the
learning process. For both addition and selection mod-
els, knowledge and empirical learning can be considered
separable, because knowledge works merely to trans-
form the input that is provided to the empirical-learning
module. In contrast, Wisniewski and Medin define a
tightly coupled or integrated model for category learning
as one in which prior knowledge and exemplars interact
and, together, influence the learning process.

The KRES models used in Simulations 2 and 3 can be
seen as examples of an addition model, because they in-
troduced new features into the training pattern—what we
have called prior concepts plus related features that were
never presented. However, there are at least two ways
that KRES implements integrated category learning.
First, in Simulation 4, recurrent connections between
feature units changed the effective weight of features by
changing their activation values (because those changed
activation values influenced the subsequent course of
learning). This KRES model should not be seen as a
mere selection model, however, because instead of a fea-
ture’s weight being a fixed property of the feature, the
feature activation values emerged dynamically as part of
the resonance process. In other words, a feature’s weight
(i.e., its activation value) will vary depending on the set
of features it appears with. Indeed, previous research has
shown that the importance, or weight, of a feature will
vary depending on the object in which it appears (Medin
& Shoben, 1988).

KRES’s assumption that activation flows not only for-
ward from features to category labels, but also backward
from category label units to features is a second way in
which KRES implements an integrated model of category
learning. That is, prior knowledge in the form of the con-
nections emanating from the category label units affects
the activation values of features, which in turn affects fur-
ther learning. In the following two simulations, we present

Figure 9. Average (A) activations and (B) weights to category
label units in Simulation 4.
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evidence for this top-down effect of prior knowledge on
empirical learning and, by so doing, provide additional
evidence for a view of category learning that emphasizes
the inseparable influences of knowledge and learning
that occur during the acquisition of new categories.

Simulation 5: Learning Features Unrelated by
Knowledge

Using a modified version of Murphy and Allopenna’s
(1994) materials, Kaplan and Murphy (2000, Experi-
ment 4) provided a dramatic demonstration of the effect of
prior knowledge on category learning. In that study, each
category was associated with a number of knowledge-
related and knowledge-unrelated features. However, the
exemplars were constructed primarily from the latter:
The training examples contained only one of the related
features and up to five unrelated features that were pre-
dictive of category membership. The unrelated features
formed a family resemblance structure much like that
shown in Table 1. In contrast, because each exemplar had
only one related feature, these features were related only
to features in other exemplars. One might have predicted
that the subjects would be unlikely to notice the relations
among the related features in different exemplars, espe-
cially given that such features were surrounded by five
unrelated features.

Kaplan and Murphy (2000) compared learning in this
condition (the related condition) with learning in one
that had the same empirical structure but no relations
among features (the unrelated condition). In both condi-
tions, there were features that were characteristic of the
category because they appeared in so many category ex-
emplars and also idiosyncratic features that appeared
with just one exemplar. (These conditions were referred
to as the theme and the mixed-theme conditions by Kap-
lan & Murphy, 2000.5) Kaplan and Murphy (2000) found
that the subjects in the related condition reached a learn-
ing criterion in fewer blocks (2.67) than the unrelated
group did (5.00). Thus, knowledge helped learning in the
related condition despite the fact that there were very
few feature relations that spanned category exemplars.

We simulated this experiment with a KRES model
with 22 features on 11 binary dimensions. In the related
condition only, the features within the two sets of 6 re-
lated features were interrelated with excitatory connec-
tions, as in Simulation 4. This represented the notion that
these features were conceptually related prior to the ex-
periment. The weight on these excitatory connections
was set to 0.55, the weight on inhibitory connections was
set to 22.0, the learning rate was set to 0.15, and the
error criterion was set to 0.05. Each exemplar was con-
structed from 5 unrelated features and 1 knowledge-
related feature, following Kaplan and Murphy’s (2000)
design. Given that each exemplar contained only 1
knowledge-related feature, it was unclear whether KRES
would demonstrate an advantage for this condition over the
unrelated condition that had no such prior knowledge.

Figure 10 indicates that KRES did reproduce the
learning advantage for the related condition, as compared
with the unrelated condition, found with human subjects.
This advantage obtained because even though each train-
ing example in the related condition contained only one
knowledge-related feature, that feature tended to activate
all the other features to which it was related, and hence
the connections between the six related features and their
correct category label were strengthened on every trial to
at least some degree. That learning gave an advantage to
the related group, which was identical to the unrelated
group in terms of the statistical presentation of the ex-
emplars and their features. For the unrelated group, the
features that occurred only once per exemplar would be
learned slowly, because of their low frequency. The res-
onance among those features in the related condition ef-
fectively raised their presentation frequency, thereby aid-
ing learning.

In order to better understand what effect knowledge
was having on the learning process, after training, Kap-
lan and Murphy (2000) presented test trials in which
subjects were required to perform speeded classification
on each of the 22 features. Figure 11 presents the results
of these tests, indicating that the subjects in the unrelated
condition were faster at classifying those features that
appeared in several training exemplars (characteristic
features) than those that appeared in just one training ex-
emplar (idiosyncratic features). In contrast, in the related
condition, the subjects were faster at classifying the idio-
syncratic features, which for them were related features.
Importantly, the subjects in the related condition were no
slower than the unrelated subjects at classifying the char-
acteristic features (i.e., the unrelated features), even

Figure 10. Results from Kaplan and Murphy (2000), Experi-
ment 4, and from Simulation 5.
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though those features were not related to the other fea-
tures and even though they had experienced fewer train-
ing blocks on average (2.67 vs. 5.00). That is, the prior
knowledge benefited the features related to knowledge
but did not interfere with the features that were not re-
lated to it.

The latter result is a challenge for many standard con-
nectionist accounts of learning, because, as we saw in
Simulation 1, in such accounts the better learning asso-
ciated with related features would be expected to com-
pete with and, hence, overshadow the learning of unre-
lated features. In contrast, Figure 11 indicates that KRES
is able to account for the better learning of the related
features (the related-condition–idiosyncratic features in
the figure) without entailing a problem in learning unre-
lated features (the related-condition– characteristic
ones). This result can be directly attributed to the use of
recurrent connections to the category label units. After
some excitatory connections between the characteristic
features and the category labels have been formed, the
subsequent presentation of these unrelated features acti-
vates a category label, which in turn activates the asso-
ciated related features, which in turn activate one an-
other, which in turn increase the activation of the
category label and then the unrelated features. This
greater activation of the unrelated features leads to ac-
celerated learning of the connection weights between the
unrelated features and the category labels.

These results indicate that when there are existing cat-
egory features to which new features can be integrated,
KRES’s recurrent network that allows activation to flow
from category labels to features can compensate for the
effects of cue competition. Indeed, Kaplan and Murphy
(2000) presented evidence suggesting that the better
learning of unrelated features in the related condition
arose in part from subjects’ integrating those features

with the other features. KRES provides a potential mech-
anism by which such integration is carried out: Unre-
lated features become linked to the related ones indi-
rectly through the category labels. Although it is likely
that the subjects’ integration processes often involved
more complex explanatory reasoning (e.g., inferring a
reason for why arctic vehicles should have air bags rather
than automatic seat belts), the indirect connections be-
tween unrelated and related features formed by KRES
may be a necessary precondition for such reasoning.

We should point out that the question of exactly when
and how much knowledge helps the learning of knowledge-
unrelated features is a delicate one, because sometimes
knowledge-unrelated features are learned better in the
related condition (the one Kaplan & Murphy, 2000, sim-
ulated, although this effect was not significant) and
sometimes the two do not differ (e.g., Kaplan & Murphy,
2000, Experiment 5). This effect probably depends on a
number of factors, including the degree to which the
knowledge-related and knowledge-unrelated features can
themselves be related, the statistical category structure,
and various learning parameters (see Kaplan & Murphy,
2000, for a discussion). However, the main point is that,
counter to the prediction of most error-driven learning
networks, knowledge does not hurt the learning of unre-
lated features, and KRES is able to account for this ef-
fect or even for an advantage, when one occurs.

Finally, KRES’s success at accounting for classifica-
tion performance in the unrelated condition in this sim-
ulation, as well as in the previous one, is notable, be-
cause the difference in classification performance on the
frequent and the infrequent features in Simulation 4 and
between characteristic and idiosyncratic features in Sim-
ulation 5 are examples of feature frequency effects in
which features are more strongly associated with a cate-
gory to the extent to which they are observed in more
category exemplars (Rosch & Mervis, 1975). Again, this
result demonstrates that KRES can account for knowl-
edge advantages and more data-driven variables within
the same architecture. With prior knowledge (excitatory
internode connections), KRES exhibits the accelerated
learning and the resulting pattern of single-feature fea-
ture classifications found in the empirical studies pre-
sented in Simulations 2–5. Without that knowledge (i.e.,
without those connections) KRES reverts to an empirical-
learning model that exhibits standard learning phenom-
ena, such as a prototype advantage and cue competition
(Simulation 1) and feature frequency effects (control
conditions of Simulations 4 and 5).

Revising Prior Knowledge
In the simulation of knowledge effects presented so

far, we have allowed KRES to learn new connections to
category label units, but we have disabled learning on
those connections that represented prior knowledge. Our
reason for doing so was based on the belief that in many
cases (and specifically, in the situations modeled in Sim-
ulations 2–5), prior knowledge is highly entrenched and,

Figure 11. Results of single-feature tests in Kaplan and Mur-
phy (2000), Experiment 4, and from Simulation 5.
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hence, is unlikely to be greatly altered in a category-
learning task. For example, it would be difficult to get
subjects to change their minds about how wings enable
flying or whether arctic vehicles need protection from
the cold in the course of a brief category-learning exper-
iment. However, there might be other cases in which sub-
jects have little at stake in the knowledge they apply to a
learning situation and so might be willing to update that
knowledge in light of empirical feedback. It seems quite
reasonable, or perhaps necessary, therefore, to make a
distinction between knowledge that is likely versus un-
likely to be changeable by experience of this sort.

In our final simulation, we demonstrate the ability of
CHL to revise nonentrenched prior knowledge. We ex-
amined how the CHL rule updates weights on connec-
tions involving not only category label units, but any
connection in the network, including those that represent
prior knowledge. We considered a case in which the prior
knowledge in question involved the interpretation of
novel perceptual stimuli. As the empirical results will
show, the subjects in this experiment apparently were not
strongly committed to how they initially interpreted
these stimuli and, hence, were amenable to changing their
interpretation in light of feedback.

Our expectation was that the CHL rule would change
connection weights in a manner consistent with incom-
ing empirical information. Indeed, we had run versions
of all four of the previous simulations in which we al-
lowed the prior knowledge connections to be changed.
Generally speaking, the connections tended to become
stronger—that is, negative connections became more
negative, and positive connections became more posi-
tive. This result was expected, because the empirical
structures of the training stimuli were consistent with the
prior knowledge. In contrast, in Simulation 6, empirical
feedback was inconsistent with some of that knowledge,
and we expected that prior knowledge would get weaker
as a result.

A second purpose of Simulation 6 was to present more
evidence for the claim that activation flows not only for-
ward from features (and perhaps prior concepts) to cate-
gory labels, but also back from the category labels. We
will show that how one interprets novel perceptual stim-
uli depends on their possible categorizations. That is,
top-down knowledge, in the form of already known cat-
egory labels connected with prior knowledge, can influ-
ence how one interprets unfamiliar stimuli.

Simulation 6: Interpreting Ambiguous Stimuli
and Updating Prior Knowledge

Wisniewski and Medin (1994, Experiment 2) showed
subjects two categories of drawings of people that were
described as drawn by creative and noncreative children
or by farm and city kids. Wisniewski and Medin used
line drawings to illustrate that what constitutes a feature
in a stimulus depends on the prior expectations that one
has about its possible category membership. For example,
they found that subjects assumed the presence of abstract

features of a category on the basis of the category’s label
(e.g., they expected creative children’s drawings to de-
pict unusual amounts of detail and characters performing
actions). The subjects examined the drawings for con-
crete evidence of those expected abstract features and,
as a result, noticed different features, depending on their
expectations. Moreover, Wisniewski and Medin found
that the feedback that the learners received about cate-
gory membership led them to change their original in-
terpretation of certain features of the line drawings. For
example, after first interpreting a character’s clothing as
a farm uniform (and categorizing the picture as having
been drawn by a farm kid), some subjects reinterpreted
the clothing as a city uniform after receiving feedback
that the picture had been drawn by a city kid.

To fully account for these effects with KRES would
require a much more detailed perceptual representation
scheme and, perhaps, a more sophisticated inference en-
gine. However, it is also possible that the resonance pro-
cess we have described could account for some of these
reinterpretation effects. The basic requirements are that
category feedback be able to influence lower level con-
nections between perceptual properties and their inter-
pretation and that the relevant prior knowledge not be too
entrenched, so that interpretations can be altered. (Pre-
sumably, it would have been difficult for Wisniewski &
Medin’s, 1994, subjects to learn to interpret long hair as
being short or to adopt other interpretations that grossly
flouted past experience.)

To demonstrate these effects with KRES, we imagined
a simplified version of the materials in Wisniewski and
Medin (1994), in which there were only two drawings.
One drawing (Drawing A), was of a character perform-
ing an action interpretable either as climbing in a play-
ground or dancing. (Two of their subjects actually gave
these different interpretations of a single picture; see
p. 260.) This drawing demonstrated how ambiguous
input could be interpreted on the basis of category in-
formation. In the other drawing (Drawing C), a charac-
ter’s clothing could be seen as a farm uniform or a city
uniform. These alternative interpretations are repre-
sented in the left side of the KRES model in Figure 12.
Whereas we assumed that the two interpretations of
Drawing A were equally likely, we assumed that a city
uniform would be the more likely interpretation of
Drawing C (as depicted by the heavier line connecting
the features of Drawing C and the city uniform interpre-
tation). This example will demonstrate how incorrect ex-
pectations can be unlearned. The alternative interpreta-
tions were connected with inhibitory connections
representing that only one interpretation was correct:
The clothing could not be both city and farm garb.

In a more complete simulation of this process, the per-
ceptual features at the left of Figure 12 would be more
lawfully related to different interpretations. For example,
some aspects of a picture would suggest dancing, and an
overlapping set would suggest climbing. In this simpli-
fied version, we simply associated the entire set with the
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picture’s possible interpretations. The assumption un-
derlying the model is that there are intermediate de-
scriptions of the primitive features that intervene be-
tween the sensory processes and category information.
However, as considerable recent research has shown
(Goldstone, 1994; Schyns & Murphy, 1994; Schyns &
Rodet, 1997), the interpretation of perceptual primitives
can change as a result of experience in general and of
category learning in particular.

The model in Figure 12 was presented with the prob-
lem of learning to classify Drawing A as done by a city
kid and Drawing C by a farm kid. We represented the ex-
pectations that learners form in the presence of mean-
ingful category labels, such as farm or city kids, as units
connected via excitatory connections to the category la-
bels, as shown in the right side of Figure 12. The model
expected city and farm kids to be in locations and to
wear clothing appropriate to cities and farms, respec-
tively. These expectations were, in turn, related by exci-
tatory connections to the picture interpretations that in-
stantiated them: Climbing in a playground instantiated a
city location, and city and farm uniforms instantiated
city and farm clothing, respectively. Finally, because
people know what climbing children look like and have
some idea about the appearances of city and farm clothes,
these interpretations were, in turn, associated with per-
ceptual features. All the inhibitory connections shown in
Figure 12 were set to 23.0, and all excitatory connec-
tions were set to 0.25, except for those between Draw-
ing C’s features and their city uniform interpretation,
which were set to 0.30.

Before a single training trial was conducted, KRES
was able to decide on a classification for both drawings
on the basis of its prior knowledge. Upon presentation
of Drawing A, its two interpretations—climbing in a
playground or dancing—were activated, and climbing in

a playground, in turn, activated the city location node,
which in turn activated the category label for city kids’
drawings. The drawing was correctly classified as hav-
ing been drawn by a city kid. Moreover, as the network
continued to settle, activation was sent back from the cat-
egory label to the climbing in a playground unit. As a re-
sult, that interpretation of Drawing A was more active
than the dancing interpretation when the network settled.
Because dancing was not associated with either of the
relevant categories, this interpretation of the drawing was
deemphasized, even though perceptually it was just as
consistent with the input. That is, the top-down knowledge
provided to the network (the category labels and their as-
sociated properties) resulted in the resolution of an am-
biguous feature. Wisniewski and Medin (1994) found
that the same drawing would be interpreted as depicting
dancing instead when subjects were required to classify
the drawings as having been done by creative or noncre-
ative children.

What happens when the model’s expectations are in-
correct? One potential problem with models that use
prior knowledge is that their knowledge may overwhelm
the input, so that they hallucinate properties that are not
there. Any such model must be flexible enough to use
knowledge when it is appropriate but also to discover
when it is incorrect for a given task. Upon presentation
of Drawing C, its two interpretations were activated, but
because the city uniform interpretation received more
input as a result of its larger connection weight, it
quickly dominated the farm uniform interpretation. As a
result, the category label for city kids’ drawings became
active (via the city clothing expectation). However, re-
call that this drawing was, in fact, made by a farm kid,
and so this categorization was incorrect. This mistake
generated error feedback, which in turn resulted in a
change of the drawing interpretation. KRES did this be-

Figure 12. KRES model for Wisniewski and Medin (1994, Experiment 2).
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cause, during the model’s plus phase, the farm kids’ cat-
egory label was more active than the city kids’ label, as
a result of the external inputs to those units. The activa-
tion emanating from the farm kids’ label led to the acti-
vation of the farm clothing expectation and then the farm
uniform feature interpretation, which ended up domi-
nating the city uniform unit.

This result indicates that KRES can reinterpret fea-
tures in light of error feedback. The more important
question, however, is whether KRES can learn this new
interpretation so that Picture C (or a similar picture) will
be correctly classified in the future. The top panel of Fig-
ure 13 shows the changes to the connection weights
brought about by the CHL rule, with a learning rate of
.30 as a function of the number of blocks of training on
the two drawings. This figure indicates that the connec-
tion weights associated with the interpretation of Draw-
ing C as a city uniform rapidly decreased from their
starting value of .30, whereas the weights associated
with the farm uniform interpretation increased from their
starting value of .25. As a result, after just one training
block, KRES’s classification of Drawing C switched
from having been done by a city kid to having been done

by a farm kid (as indicated by the choice probabilities
shown in the bottom panel of Figure 13). KRES uses
error feedback to learn a new interpretation of an am-
biguous drawing, just as human subjects do (Wisniewski
& Medin, 1994).

This version of KRES illustrates the importance of
distinguishing between the fairly raw input and the in-
terpretation of that input (although the interpretation in-
volves the grouping of perceptual features that may itself
have perceptual consequences, as in Goldstone, 1994,
and Goldstone & Steyvers, 2001). If the drawings were
considered to be single-input units, this learning would
not be possible; or if there were no interpretation units,
the meaning of the features could not be learned—only
the pattern’s ultimate categorization. This learning is im-
portant, however, because it can then be applied to new
stimuli. If a picture with some of the same perceptual
units were presented after this learning phase, its inter-
pretation would also be influenced by the interpretations
of Drawings A and C. Thus, distinguishing interpreta-
tions from the input features, on the one hand, and cate-
gory units, on the other, allows KRES to use knowledge
to flexibly perceive input. One might worry about the use
of category feedback to greatly change perceptual struc-
ture. However, extremely well entrenched perceptual
generalizations would presumably not be unlearned as
the result of learning a single new category.

A central point about this simulation is that it reveals
how experience can affect knowledge and vice versa. On
the one hand, prior knowledge about the categories in-
fluenced the perceptual interpretation of the ambiguous
pictures. On the other hand, experience (in the form of
feedback) with the farm kid’s drawing changed the mod-
el’s prior expectation about what a city uniform would
look like. That is, background knowledge not only in-
fluences category learning, category learning influences
one’s knowledge. Capturing the interplay between learn-
ing and knowledge is one of the main goals of KRES.

Of course, how much knowledge is affected by feed-
back will depend on how committed the learner is to that
knowledge. For Wisniewski and Medin’s (1994) subjects,
nothing much depended on their beliefs about how farm
uniforms look or how much detail is in the drawings of
creative children, nor did they have much prior experi-
ence with these categories. This is exactly the sort of
knowledge that would be flexible in the face of evidence.

GENERAL DISCUSSION

We have presented a new model of category learning
with which we attempt to account for the influence of
prior knowledge that people often bring to the task of
learning a new category. Unlike past connectionist mod-
els of category learning that have used feedforward net-
works, KRES uses a recurrent network in which prior
knowledge is encoded as connections among units. We
have shown that the changes brought about by this re-

Figure 13. Connection weights and classification results from
Simulation 6 as a function of the number of blocks of training.
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currently connected knowledge provide a reasonable ac-
count of five empirical data sets exhibiting the effects of
prior knowledge on category learning.

We have taken pains to be clear on which of the distinc-
tive characteristics of KRES were responsible for the suc-
cess of the various simulations. In Simulations 2, 4, and 5,
we demonstrated how KRES’s recurrent network provides
a pattern of activation among units that would account
for the f inding that prior knowledge accelerated the
learning of connections to the label of a new category. In
Simulation 2, we demonstrated such accelerated learn-
ing when the features of a category activated a common
preexisting concept. In Simulations 4 and 5, accelerated
learning was demonstrated when category features were
related only to one another. We also showed how prior
knowledge connections among features led to them
being classified correctly on a transfer test even when
they had been presented during training with low fre-
quency (Simulations 4 and 5) or not at all (Simulation 3).

Simulations 3–5 demonstrated that both people and
KRES exhibit considerable learning of features not re-
lated by prior knowledge. Indeed, the results of Simula-
tion 5 indicate that knowledge can aid (or at least not
hurt) the learning of unrelated features, a striking result
in light of the well-known learning phenomenon of over-
shadowing. KRES’s success at simulating this result pro-
vides an important piece of evidence for our claim that
activation can flow backward from category labels to
features, a natural consequence of KRES’s use of recur-
rent networks. The top-down flow of activation was also
instrumental in Simulation 6, in which excitatory con-
nections from meaningful category labels resolved the
ambiguous interpretation of a feature.

The final important property of KRES is its use of a
CHL rule. This rule allows the learning of connections
not directly connected to the output layer, including the
unlearning of knowledge that is inappropriate for a par-
ticular category. Simulation 6 demonstrated how the
knowledge that led to one interpretation of an ambiguous
feature could be unlearned and a new interpretation
learned when the network was provided with feedback
regarding the stimulus’s correct category.

In the section that follows, we will discuss the inter-
actions between knowledge and data during category
learning that are accounted for by KRES. We then will
discuss some of KRES’s inadequacies as an empirical-
learning system and some possible solutions to those
problems. We next will discuss possible extensions to
KRES regarding the representation of knowledge and
will consider the ultimate source of that knowledge. Fi-
nally, we will discuss the use of recurrent networks in
KRES and other cognitive models.

The Interaction of Knowledge and Data in
Category Learning

There have been very few attempts to account for the
effects of both prior knowledge and empirical informa-
tion on category learning in an integrated way. As was

discussed earlier, many researchers in the field seem to
have adopted a divide-and-conquer approach in which
they assumed that the effects of knowledge and empiri-
cal learning can be studied independently and have fo-
cused on the empirical-learning part (often considered
the basic learning component). The role of knowledge is
often limited to the selecting or weighting of features (a
selection model) or to inferring new features (an addi-
tion model), which are then input into the basic learning
module—examples of what Wisniewski (1995) has
called the knowledge-firstapproach to category learning.
Alternatively (or in addition), knowledge might come
into play after empirical regularities have been noticed,
an example of an empirical-first approach. In either ap-
proach, prior knowledge and empirical learning are con-
sidered to be separate modules, an assumption that li-
censes the study of one in isolation from the other.

Wisniewski and Medin (1994; Wisniewski, 1995) and
Murphy (2002) have criticized the view that knowledge
and empirical learning can be treated as separate mod-
ules in this way. The rationale for independent modules
can apply only if knowledge effects do not interact with
the basic learning process or, for that matter, with other
processes that involve concepts, such as induction, lan-
guage processing, categorization, and so on. If these pro-
cesses do interact with prior knowledge, the modular ap-
proach may be not just incomplete but incorrect for a
real-world case in which learners have some prior knowl-
edge about the domain. For these reasons, Wisniewski
and Medin argued for an integrated model of concept
learning that acknowledges the interacting influences of
knowledge and empirical information.

There are several ways in which KRES exemplifies
this sort of integrated learning. First, in Simulation 4, we
showed how knowledge in the form of recurrent connec-
tions among feature units changed the activation values of
those units, which in turn influenced the learning process.
Because these activation values are determined by the
constraint satisfaction process, in KRES the importance
of a feature for learning depends on the set of features it
appears with, rather than on its being context indepen-
dent (Medin & Shoben, 1988). Second, in Simulations 5
and 6, we showed how recurrent connection from cate-
gory labels also influenced learning. In particular, in
Simulation 6, we demonstrated how top-down knowl-
edge influenced the features that were “observed” in
ambiguous stimuli. Finally, in Simulation 6, we also
showed how empirical information in the form of error-
correcting feedback permanently changed that knowl-
edge in such a way that different features were observed
in the same stimuli. These mutual influences of knowl-
edge on data and vice versa are just some of those that
motivated a call for an integrated account of learning
(Wisniewski & Medin, 1994).

While emphasizing KRES’s integrated approach to
category learning, we have also stressed that KRES ac-
counts for many aspects of normal empirical learning as
well. For example, in Simulations 3–5, we demonstrated
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how KRES exhibits learning of features not related by
prior knowledge even when they appear alongside re-
lated features. In Simulation 1, we showed how, in the
absence of any prior knowledge, KRES exhibits typical-
ity and cue competition effects, and in the control con-
ditions of Simulations 4 and 5, we showed KRES ex-
hibiting feature frequency effects. In other words, KRES
exhibits interactions between knowledge and data when
knowledge is present, but when it is not, KRES reverts
to an empirical-learning model that exhibits some of the
standard phenomena of associative learning.

In this light, we believe that KRES offers a new per-
spective on the nature of the interaction between prior
knowledge and empirically based learning processes. In
the KRES architecture, knowledge can be added on to a
model with no prior knowledge in the form of preexist-
ing concepts and connections. However, when it is added
on, it may interact quite strongly with incoming empirical
information, producing, as a result, the kinds of dramatic
effects on learning performance seen in humans. KRES
exhibits these qualities because it possesses the nonlinear
activation dynamics (recurrent networks) that result in
the (nonlinear) effects on behavior that have been taken
as evidence for the inseparability of knowledge-driven
and empirical-driven learning. The result, we suggest, is
a model that offers a framework in which to pursue issues
in knowledge-based learning, experience-based learning,
and the interaction between the two.

We believe that a unified approach to empirical and
knowledge-related learning is necessary because peo-
ple’s knowledge of most real-world categories involves a
blend of the two types of information. Even when real-
world category learning is mostly determined by empir-
ical input, cases in which learners have no prior knowl-
edge that links features to prior concepts and each other
are rare. And even when learning is dominated by a
learner’s prior theory, we believe, like Keil (1995), that
“all theories run dry” eventually and that the category
will exhibit features and interfeature correlations that are
unexplained by the theory. Because people’s knowledge
of most categories includes both theoretical and empiri-
cal information, it is important for a model of category
learning to accommodate both.

KRES as a Model of Empirical Learning
We have stated our commitment to a unified approach

to empirical and knowledge-based learning and have
noted KRES’s strengths as an empirical-learning system.
However, it is also important to note its weaknesses. One
important limitation of KRES as currently formulated is
that it is unable to solve nonlinearly separable catego-
rization problems in the absence of prior knowledge.
Nonlinearly separable problems are those such as XOR
or, more generally, cases in which a category cannot be
summarized by a single central tendency. For example,
learning the concept of birds would be a nonlinearly sep-
arable problem if one thinks of penguins as being more

similar to seals and otters than they are to cardinals and
chickens. People’s ability to learn some nonlinearly sep-
arable categories has been taken as an important piece of
evidence in favor of exemplar models of concepts (Medin
& Schwanenflugel, 1981).

Another deficiency is that KRES has no representation
of the importance, or weight, of individual dimensions of
the stimulus space on categorization judgments. In com-
parison, existing similarity-based models (including ex-
emplar models) account for the fact that classifiers learn
to optimally allocate attention, when classifying, by in-
corporating per-dimension attention weights (Kruschke,
1992; Nosofsky, 1984; Rosch & Mervis, 1975). More re-
cent models also implement a limited-capacity attention
and specify how attention changes (and how those changes
are learned) with error feedback (Kruschke, 1996a, 1996b,
2001; Kruschke & Blair, 2000; Kruschke & Johansen,
1999). There has also been a renewed emphasis on the
importance of rule-based classification learning (Nosof-
sky, Palmeri, & McKinley, 1994) and on specifying how
rules interact with exemplars (Erickson & Kruschke, 1998;
Smith, Patalano, & Jonides, 1998), or an implicit learn-
ing system (Ashby, Alfonso-Reese, Turken, & Waldron,
1998; Ashby & Waldron, 1999).

One reason we did not begin our efforts with a model
that already accounts for one or more of these empirical-
learning phenomena is that it is unclear how such effects
manifest themselves when prior knowledge is present.
For example, much research has shown that there is no
advantage for linearly separable or nonlinearly separa-
ble categories, a result consistent with exemplar theories.
However, Wattenmaker et al. (1986) found that they
could create an advantage for either kind of category de-
pending on the subjects’ knowledge structures. Simi-
larly, Murphy and Kaplan (2000) found that when cate-
gories had a unifying theme (such as the arctic and
jungle vehicles of Simulation 4), the nonlinearly separa-
ble categories became difficult to learn. In other words,
what may be important is not the category’s empirical
structure per se (e.g., linearly separable or nonlinearly
separable) but, rather, whether that structure matches or
mismatches the expectations induced by the learner’s
knowledge (Waldmann, Holyoak, & Fratianne, 1995).
How learners allocate attention to features and generate
candidate classification rules is also likely to interact
heavily with their domain knowledge (e.g., Pazzani,
1991).

That said, it is also clear that people do remember indi-
vidual cases (e.g., the neighbor’s dog, one’s own car), have
attention limitations, and generate categorization rules,
and in future work we intend to upgrade KRES to address
more of these empirical-learning phenomena.6 However,
our point is that many of these effects are likely to inter-
act strongly with knowledge, and KRES is well placed to
address such interactions, rather than just the effects as
they arise in the perhaps unusual situation in which fea-
tures are meaningless and have no prior relations.
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KRES and the Representation of 
Prior Knowledge

In KRES, we have looked at two forms of prior knowl-
edge that might be involved in category learning. First,
we followed the lead of Heit and Bott (2000) by assum-
ing the presence of a prior concept that was similar to the
to-be-learned category. The prior concept helped learn-
ing by itself being associated to the new concept name.
Second, we assumed the presence of connections among
features. These connections sped learning by increasing
the feature units’ activation values and, thus, the rate of
growth of the connections to the new concept.

Although these two simple forms of knowledge were
sufficient to account for the empirical results we simu-
lated, we do not claim that all forms of knowledge can be
represented with just simple associations among con-
cepts. For example, many theorists have argued for the
importance of representing knowledge in the form of
propositions, a capacity that entails the need to bind con-
cepts to their roles as arguments of predicates (Fodor &
Pylyshyn, 1988; Holyoak, 1991; Marcus, 2001). On the
one hand, our decision to not include more structured
representations in KRES was partly pragmatic: The
question of how best to accomplish variable binding in
connectionist-style networks remains open (cf. Holyoak
& Thagard, 1989; Hummel & Holyoak, 1997; Shastri &
Ajjanagadde, 1993; Smolensky, 1990; Thagard, 1989;
Touretzky & Hinton, 1988). On the other hand, we be-
lieve that the success of the simulations reported here
suggests that our simple approach to knowledge repre-
sentation may be capturing much of what is essential
about how knowledge affects category learning. For ex-
ample, symmetric interconnections might be sufficient
to model the effects of a number of different types of se-
mantic relations, including causal relations (wings en-
able flying, flying enables an animal to roost in trees,
etc.), feature co-occurrence (small birds tend to sing,
large birds do not), function–form relationships (animals
with big eyes see well at night), or generalizations across
a large domain (baby animals are smaller than the
adults). That is, although knowledge is often more struc-
tured than interconcept associations, simpler forms of
knowledge representation might turn out to be adequate
for modeling many phenomena.7

Another model that has been proposed to account for
the effects of prior knowledge on category learning is the
integration model (Heit, 1994, 1998). The integration
model builds on existing exemplar models by assuming
that prior knowledge takes the form of exemplars from
other, already learned categories. According to this ac-
count, knowledge of, say, the causal connection between
wings and flying would consist of no more than the co-
occurrence of wings and flying in one’s memory of animals
that one has observed in the past. Using this exemplar-
based representation of knowledge, Heit (2001) simu-
lated the effects of a number of studies in which knowl-
edge effects have been looked at, including some of the
ones we have examined here.

The possibility that prior knowledge might be repre-
sented as nothing more than previous experiences is an
important one because, if true, it implies that there is no
need for inductive processes that abstract such facts as
wings cause flying. In comparison, by representing the
relation between wings and flying as an excitatory con-
nection, KRES assumes the existence of knowledge that
is generic, or abstract, because it is independent of any
particular context (i.e., exemplars). There are several
reasons why we have chosen to represent knowledge in
the form of abstract interconcept relations in KRES,
rather than as previously observed exemplars. First, we
believe that many knowledge effects in category learning
arise from facts about whole classes of objects, rather
than about particular exemplars. For example, people
know a wide range of facts about animals—that animals
need food and shelter to survive, that animals are of the
same species as their parents, and that animals with
wings usually fly (and that wings support the animal’s
body on the air, that flying is a useful evolutionary ad-
vantage, etc.). But these are facts that one holds to be
true about animals in general, not ones stored with indi-
vidual category members. For example, although while
learning about a new species of songbird, one might be
reminded of the robin that one sees in the backyard every
morning, it is not that familiar robin that leads to one’s
expectations about the new bird’s need for nourishment,
its parentage, or its evolutionary history.

Second, even if prior exemplars were a source of gen-
eral knowledge, prior research suggests that the only
ones likely to be retrieved are those that are highly sim-
ilar to exemplars of the new category. That is, one’s back-
yard robin is unlikely to come to mind while one is learn-
ing about dissimilar birds, such as eagles, penguins, or
ostriches (to say nothing of bats or flying squirrels). In-
deed, it was because Murphy and Allopenna (1994)
taught people such concepts as jungle and arctic vehicles
that did not generally remind them of known categories
that we chose not to represent prior knowledge in the
form of prior concepts in Simulation 4 as we did in Sim-
ulations 2 and 3. In contrast, in his own simulation of
Murphy and Allopenna’s results, Heit (2001) argued that
“Although participants may never have seen a vehicle
with all of the characteristics of the Integrated [Related]
prototype, they probably knew of real objects that pre-
serve some of the predictive relations between the fea-
tures. For example, they might have had prior examples
of lightly insulated jungle buildings, green clothing in
jungles, jungles in Africa” (p. 168). However, because
the assumption of exemplar models is that only highly
similar exemplars are usually retrieved or have much in-
fluence on the categorization process (Nosofsky &
Palmeri, 1997), it seems very unlikely that prior exem-
plars of clothing or buildings came to mind when people
were learning about the new type of vehicle. Indeed, pre-
vious research has shown that knowledge embedded in
previous examples is unlikely to transfer across disparate
domains until it has been abstracted from its original
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context (Catrambone & Holyoak, 1989; Ross & Kennedy,
1990). Rather than assuming that learners’ prior knowl-
edge is limited to only those highly similar exemplars
that they happen to be reminded of, KRES assumes the
availability of the full range of world knowledge, includ-
ing (in the case of Murphy and Allopenna’s subjects),
such facts as that jungles are hot, that insulation retains
heat, that ice is slippery, requiring some form of traction,
and so on.8

Finally, even when learners are reminded of exemplars
from existing categories, the integration model does not
specify the mechanisms by which those exemplars aid
learning. For example, in Heit’s (2001) simulation of
Murphy and Allopenna (1994), the prior exemplars were
already associated with the new categories. This as-
sumption is clearly unrealistic—subjects had no way of
knowing at the start of the experiment that the jungle ve-
hicles would be called DAX and the arctic vehicles
would be called KEZ. In contrast, such models as Bay-
watch (Heit & Bott, 2000) and KRES specify how new
associations to the unfamiliar category labels are learned
and how that learning is accelerated by prior concepts (in
the case of Baywatch and KRES) or by the presence of
prior interfeature relations (in the case of KRES). That
is, a mechanism by which prior exemplars influence cat-
egory learning remains to be specified.9

Further research will be needed to determine the rela-
tive contributions to category learning of knowledge that
is abstract or generic (birds’ parentage and evolutionary
history) and knowledge encoded in the form of previ-
ously observed cases or exemplars (the robin in the back-
yard). We have given our reasons for incorporating ab-
stract knowledge in KRES, but we acknowledge that
prior exemplars may turn out to be important in special
cases, as when they are highly similar to the new cate-
gory being learned. For those situations in which prior
exemplars turn out to be important, the KRES architec-
ture can be easily upgraded to include them (see note 9).

Where Does Knowledge Come From?
Our emphasis on KRES’s use of generic prior knowl-

edge of course leaves open the question of where that
knowledge comes from in the f irst place. On the one
hand, we believe that much of this knowledge is acquired
through explicit instruction or is generated by learners’
own inferential processes, and we consider it an advan-
tage of the KRES architecture that it can accommodate
these sources. However, we also believe that abstract
knowledge often derives from direct experience, and the
nature of the inductive processes that generate this
knowledge is an open question of considerable theoreti-
cal interest. We believe that KRES itself may provide
some insight into this question. First, the same kinds of
processes as those involved in category learning could
result in the learning of associations between features.
For example, noticing that wings and flying covary could
be incipient knowledge of aeronautics and could influ-
ence learning about flying animals. We did not invoke

such a process, because we were primarily simulating
experiments that relied on previously known, well-
entrenched knowledge. But the CHL algorithm could be
used for associative learning of feature links as well. In-
deed, Simulation 6 illustrated that CHL could revise
prior knowledge when it was inconsistent with error
feedback. With enough such experience, a model could
permanently learn that this knowledge was incorrect.

Another important kind of inductive learning that
KRES may be able to accomplish is the learning of fea-
ture vocabulary. For example, although we described
Simulation 6 as KRES’s reinterpreting an existing fea-
ture set, it may be equally valid to consider that simula-
tion to be a case of learning a new feature vocabulary,
one that was more useful for the learning task at hand
(Goldstone, 2000; Goldstone & Steyvers, 2001; Schyns
& Rodet, 1997). Although Simulation 6 did not imple-
ment this process (because the different interpretations
were already related to the perceptual units before the
experiment started), we believe that KRES is one way to
start addressing this claim computationally. If sensory or
perceptual units are thought of as being grouped to form
higher level units, experience in the form of top-down
error feedback will likely influence that grouping (for a
related approach, see Goldstone, Steyvers, Spencer-
Smith, & Kersten, 2000).

Recurrent Networks and Cognitive Models
KRES is, of course, not the first cognitive model to

make use of recurrent networks. One early example is
the interactive activation and competition (IAC) model
of word perception (McClelland & Rumelhart, 1981;
Rumelhart & McClelland, 1982). Like KRES, IAC uses
the spread of activation from higher to lower level nodes
to incorporate the effects of top-down knowledge in
cleaning up and identifying input patterns (i.e., letters).
Constraint satisfaction networks have also been used to
model higher level cognitive phenomena, such as anal-
ogy (Holyoak & Thagard, 1989), explanation (Thagard,
1989), and decision making (Holyoak & Simon, 1999;
Thagard & Millgram, 1995) and a variety of phenomena
in the social psychology literature (Kunda & Thagard,
1996; Read & Miller, 1994; Shultz & Lepper, 1996;
Spellman & Holyoak, 1993). However, unlike KRES,
these models have not addressed the issue of learning
that has been so central in the empirical studies we have
simulated here.

One category-learning model that uses a recurrent
network is Goldstone’s (1996) RECON. Because RE-
CON’s purpose was to account for certain category-
learning effects unrelated to prior knowledge (the effect
of nondiagnostic features and the caricature effect), it
does not represent knowledge (although it presumably
could do so in the same manner as KRES). A more im-
portant difference is that RECON’s Hebbian learning al-
gorithm is insensitive to whether a classification error is
committed. In contrast, CHL reflects the error-driven na-
ture of associative learning in both animals and humans.
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Recurrent networks that use an error-driven learning
algorithm are common in the domain of language pro-
cessing, including models of word recognition and lexi-
cal processing (e.g., Hinton & Shallice, 1991; McLeod,
Shallice, & Plaut, 2000; Plaut & Booth, 2000), speech
perception (e.g., Gaskell & Marslen-Wilson, 1997),
speech production (e.g., Dell, Juliano, & Govindjee,
1993), and sentence comprehension (e.g., Christiansen
& Chater, 1999; Tabor, Cornell, & Tanenhaus, 1997). In
these language-processing models, it is common to em-
ploy versions of backpropagation suitable for recurrent
networks (Almeida, 1987; Pearlmutter, 1995; Pineda,
1987), instead of the CHL rule that we have used. Our
choice of CHL was motivated by claims of its greater bi-
ological plausibility and faster learning relative to back-
propagation (O’Reilly, 1996). However, our demonstra-
tion of the equivalence of CHL to the delta rule in
Simulation 1 under certain circumstances indicates that
it may be relatively difficult to distinguish between these
learning rules on the basis of behavioral data alone. At
least regarding the empirical studies we have simulated
here, we have no reason to believe that a recurrent ver-
sion of backpropagation would not have fared as well as
CHL.

Although the ability to naturally represent prior
knowledge in the form of excitatory and inhibitory con-
nections among concepts is an important advantage of
recurrent networks, it raises the question of how the
strengths of those connections should be chosen. Indeed,
if one were to count the strength of each preexisting con-
nection as a free parameter, these models can be seen as
having a large number of parameters, leading to the stan-
dard problem of data overfitting. In the present work,
this problem was addressed by constraining each simu-
lation to have one strength value (two in Simulation 6)
for all excitatory connections and another for all in-
hibitory connections. As a result, each model f it was
achieved by adjusting only a relatively small number of
free parameters: the excitatory and inhibitory connection
strengths, the learning rate, and the error criterion.

We expect that computer models of prior knowledge
effects on category learning will evolve quickly in the
future and that, as they do, the well-known methods of
quantitative model fitting and model comparison will be
called upon in order to discriminate among competing
theories. In the present simulations, our goal was only to
provide a good qualitative account of the empirical phe-
nomena, and our model-fitting procedure simply in-
volved a few iterations of adjusting the parameters by
hand until a reasonably good fit was achieved. Because
future model fitting will involve a computer program
that searches for the exact parameter values that maxi-
mize a model’s degree of fit and the quality of that fit
will depend on the number of free parameters, it is worth
considering means by which the number of parameters
could be reduced still further. For example, the strength
of semantic relationships relating features and prior con-

cepts could be independently measured in the form of
subject ratings. Alternatively, one could assume that
those connection strengths reflect the empirical regular-
ities in the environment in which the model is assumed
to have developed and then independently measure those
regularities. For example, connection strengths could be
set according to how frequently two concepts co-occur in
a text corpus (Landauer & Dumais, 1997). Finally, the
model could learn the connection strengths itself by first
training it on a large text corpus, an approach adopted by
many of the language-processing models mentioned
above.

Conclusion
We have presented a model of category learning that

uses both empirical experience and prior knowledge to
form new categories. The model does a good job in qual-
itatively reproducing a number of results from studies of
how knowledge influences category learning. We have
suggested extensions to the model that allow it to incor-
porate more sophisticated forms of knowledge represen-
tation and to account for a wider range of empirical-
learning phenomena.
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NOTES

1. The sequential updating of units within a cycle only approximates
the intended parallel updating of units in a constraint satisfaction net-
work. In order to approximate parallel updating more closely, each
unit’s activation function was adjusted to respond more slowly to its
total input. Specifically, in cycle i, a unit’s activation was updated ac-
cording the function acti = 1 / 1+ exp (2adj-inputi), where adj-inputi is
a weighted average of the adjusted input from the previous cycle and the
total input from the current cycle. Specifically, 

adj-inputi = adj-inputi21 + (adj-inputi 2 adj-inputi21)/gain.

In the present simulations, gain = 4.
2. Because the output units are sigmoid units, a positive external

input to the correct category label moves the activation of that unit
closer to 1, whereas a negative external input moves the activation of the
incorrect category label closer to 0. During the plus phase, the activa-
tion of those units could become arbitrarily close to 1 and 0, respec-
tively, by increasing the magnitude of the external input beyond its cur-
rent value of 1.

3. Although here we emphasize KRES’s strengths as an empirical-
learning system, it should be noted that there exists some standard
learning effects that it is unable to account for in its current state. For
example, in addition to the prototype effect just described, Posner and
Keele (1968) found that exemplars that were part of the original train-
ing set were classified more accurately than the prototype, a result that
supports exemplar theories of classification (Medin & Schaffer, 1978;
Nosofsky, 1986) and is not predicted by KRES. In the General Discus-
sion section, we review KRES’s successes and failures as an empirical-
learning system and discuss extensions that address some of its defi-
ciencies.

4. For consistent terminology across simulations, we use related to
refer to conditions that have prior knowledge and to the features that are
related (via that prior knowledge) to other features or concepts. We use
unrelated to refer to conditions with no prior knowledge and to the fea-

tures that are unrelated to other features or concepts. In the original ar-
ticles reporting these experiments, a variety of terms for those condi-
tions were used.

5. In the mixed-theme condition, half a category’s idiosyncratic fea-
tures were related to one theme, and the other half to another theme.
However, Kaplan and Murphy (2000) found that performance in this
condition did not differ significantly from a no-theme condition in
which there were no themes linking idiosyncratic features (Experiment3).
Hence, we omit any feature–feature relationships in our simulation of
the mixed-theme (unrelated) condition reported below. 

6. For example, we have implemented a version of KRES with ex-
emplar nodes that are connected to their constituent features and that
become active via recurrent connections when those features are active.
When the connection weights between the exemplar nodes and the cat-
egory label units are learned according to CHL, such a network solves
XOR problems easily. In addition, KRES can solve XOR and other non-
linearly separable problems with hidden units placed between the fea-
ture units and the category nodes (see O’Reilly, 1996, for a demonstra-
tion of solving XOR problems using CHL and a recurrent network with
hidden units).

7. There is also nothing in the model to prevent other sorts of feature
relationships or structures from being incorporated. For example, if rep-
resenting causal knowledge as an asymmetric relation turns out to be
important (as has been proposed by Ahn, 1998, Rehder, 2003a, 2003b,
and Sloman et al., 1998), such relations can be incorporated into KRES
as (say) two unidirectional links with different weights, one from cause
to effect and the other from effect to cause.

8. Note that even for the highly similar exemplars that are retrieved,
there is no guarantee that the predictive relations among features will
be appropriate for the new category. For example, although subjects
may well have been reminded of other vehicles when learning about
arctic vehicles (because arctic vehicles are more similar to other vehi-
cles than they are to buildings or clothing), many vehicles possess fea-
ture combinations that are incorrect for the arctic vehicle category (e.g.,
Volvos do not drive on glaciers, snowmobiles are not insulated, Zam-
bonis are not made in Norway, etc.).

9. Although it is not hard to imagine such mechanisms. In KRES, for
example, feature units could activate exemplar units (see note 6), which
would then activate the category label unit(s) to which they are associ-
ated (by previous learning). CHL would then be used in the usual man-
ner to learn the connections from these prior category units and exem-
plars to the new category units. Note that this proposed model is similar
to the models with prior concepts that we used in Simulations 2 and 3,
with the exception that activation of a prior concept is mediated by one
or more of its own exemplars. Another possibility is that prior exem-
plars aid learning because previous category learning has resulted in
their being strongly encoded in memory. 
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