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Today’s Plan:
Computational models of language acquisition

Who does... is pretty?

another one
Every kitty didn’t ...
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Why language acquisition?

Babies are amazing at learning language




Babies are amazing at learning language

Adults think other adults
are the best, teens know
teens are the coolest, and
kids posit that kids rule
while parents, in comparison,
drool. But you know who's
REALLY the
coolest? N

You can take a baby, put it down in a room
full of complete strangers making crazy
noises, and that baby will do the following:
presuppose those noises have meaning,
INDEPENDENTLY INVENT THE
VERY IDEA OF LANGUAGE, and
then learn to communicate

R in that language. They
S - will stone-cold deduce rules
of grammar FROM OBSERVATION
ALONE, and they'll do it way
faster than an adult
ever could.
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BABIES.

-
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R 2=

our offSﬁring are idiot savants who
think "oh, lexical categories, I'1]
definitely come up with that idea
ENTIRELY ALONE. Hahah oh no a poop
came out, time to cry for six hours

~

But babies are stupid!
They crawl off cliffs
if given half a
chance!

Meanwhile, I can't even think
"I wanna eat meat tomorrow
with Utahraptor"” without
Titerally thinking those
words in my

\ while simultanegusly \ (ﬂ begd Tike
g@gggl inventing ! A Yy it's
e subject-verbh <=4 % friggin
g agreement. " =W !p' amateur
And they're =) hour.
- coming up with§
.~ hthese thoughts
) WITHOUT
Eizs';lNG A *sigh*
LANGUAGE
TO THINK
THEM IN.
|:.;: _| 2013 Ryan No rth W, Qwantz. com

http://www.qwantz.com/index.php?comic=2479



Babies are amazing at learning language

Wait...what exactly do you know when you know a language?




Wait...what exactly do you know when you know a language?

A lot!




Wait...what exactly do you know when you know a language?

A lot!

You know how to identify words in fluent speech (speech segmentation)

.. ". ""'" = waropairikiri

war o pari  kiri

what a pretty kitty!




Wait...what exactly do you know when you know a language?

what a pretty kitty!

speech segmentation

You know how to pronounce words (metrical phonology)

J Kl tty

X KiTTY




Wait...what exactly do you know when you know a language?

what a pretty kitty! metrical phonology

owl

You know that certain words behave like
other words (syntactic categorization)

speech segmentation

Noun
what a pretty !

penguin kltt}/




Wait...what exactly do you know when you know a language?

what a pretty kitty!

speech segmentation

e

metrical phonology

Noun

penguin owl|
kitty

syntactic categorization

You know how to interpret words in

context (syntax,

“Oh look — a pretty kitty!”

“Look — there’s another one!”

semantics)

ik




Wait...what exactly do you know when you know a language?

J Kl tty Noun
in TTY penguin owl

kitty
: metrical phonolo
what a pretty kitty! . =Y syntactic categorization

speech segmentation

——

“Oh look — a pretty kitty!”
“Look — there’s another one!”

syntax, semantics B S

o e You know how to put words together to ask questions (syntax)

This kitty was bought as a present for someone.
. .




Wait...what exactly do you know when you know a language?

speech segmentation

Who does Lily think the kitty for is pretty? @

what a pretty kitty!

JKI tty Noun

X KiTTY penguin

owl|
kitty

metrical phonology

syntax

You know how to identify the right
interpretation in context (pragmatics)

“Every kitty didn’t sit on the stairs”
X No kitties sat on the stairs.

/ Not all kitties sat on the stairs.

syntactic categorization

“Oh look — a pretty kitty!”
“Look — there’s another one!”

syntax, semantics




Wait...what exactly do you know when you know a language?

J Kl tty Noun
in TTY penguin owl

kitty
| : metrical phonolo
what a pretty kitty! . =Y syntactic categorization

speech segmentation

———

“Oh look — a pretty kitty!”

Who does Lily think the kitty for is pretty? “ ook — there’s another onel”

syntax syntax, sema ntics

“Every kitty didn’t sit on the stairs”
/ Not all kitties sat on the stairs.

pragmatics




Wait...what exactly do you know when you know a language?

A lot!

metrical phonology

speech segmentation

syntactic categorization

pragmatics

syntax

syntax, semantics

So how exactly do children learn all this?



So how exactly do children learn all this?

We know they do it relatively quickly.

speech segmentation Much of the linguistic system is

already known by age 4.

metrical phonology

syntactic categorization

syntax

syntax, semantics

pragmatics




So how exactly do children learn all this?

They also don’t seem to get a lot of explicit instruction. And when they
do, they don’t really pay attention to things that don’t impact meaning.

(From Martin Braine)

Child: Want other one spoon, Daddy.

Father: You mean, you want the other spoon.
Child: Yes, | want other one spoon, please Daddy.
Father: Can you say “the other spoon”?

Child: Other...one...spoon. V \ % I 1
Father: Say “other”. Ny : M |
Child: Other. |
Father: “Spoon.” /ﬂ

Child: Spoon.
Father: “Other spoon.”
Child: Other...spoon. Now give me other one spoon?



So how exactly do children learn all this?

They also don’t seem to get a lot of explicit instruction. And when they
do, they don’t really pay attention to things that don’t impact meaning.

What they’re doing: Extracting patterns and
making generalizations from the surrounding data

mostly just by hearing examples of what'’s allowed
in the language.




So how exactly do children learn all this?

What they’re doing: Extracting patterns and making generalizations from
the surrounding data mostly just by hearing examples of what’s allowed in
the language.

What’s so hard about that?




So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

“What a pretty birdiel!”



So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

“Look - a birdiel”



So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

“Look at that birdie!l”



So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

How to generalize beyond the input?




So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

One hypothesis

+blue

“birdie”




So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

Another hypothesis

+0on branch

“birdie”




So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

The right hypothesis




So how exactly do children learn all this?

What’s so hard about that?

There are often many ways to generalize beyond
the input, and most of them aren’t right.

speech segmentation

metrical phonology

syntactic categorization

syntax

syntax, semantics

pragmatics

These kind of induction problems are
everywhere in cognitive development,
including language acquisition.

Language acquisition = Solving a lot of induction problems.



Language acquisition = Solving a lot of induction problems.
We can also think about this as an information processing task.




Language acquisition = Solving a lot of induction problems.
We can also think about this as an information processing task.

Given the available input,

Look at that kitty!
There’s another one.

Input

Where did he hide?
What happened?




Language acquisition = Solving a lot of induction problems.
We can also think about this as an information processing task.

Given the available input, information processing done by human minds

processing &
generalization

Look at that kitty!
There’s another one.

Input

Where did he hide?
What happened?




Language acquisition = Solving a lot of induction problems.
We can also think about this as an information processing task.

Given the available input, information processing done by human minds
to build a system of linguistic knowledge

A ~

Look at that kitty!

There’s another one.

Input

Where did he hide?
What happened?

processing &

generalization

words & morphemes

metrical phonology

syntactic categories

syntax

semantics

pragmatics




Language acquisition = Solving a lot of induction problems.
We can also think about this as an information processing task.

Given the available input, information processing done by human minds
to build a system of linguistic knowledge whose output we observe

words & morphemes

metrical phonology

processing &
generalization

syntactic categories

syntax

semantics

pragmatics

Look at that kitty!

There’s another one. Where’s the
Input kitty?

Where did he hide? That one’s

What happened?

really cute.




Language acquisition = Solving a lot of induction problems.
We can also think about this as an information processing task.

To understand how children solve the acquisition task, we need
theories of representation and theories of development.

words & morphemes

metrical phonology

processing &
generalization

syntactic categories

syntax

semantics

pragmatics

Look at that kitty!

There’s another one. Where’s the
Input kitty?

Where did he hide? That one’s

What happened?

really cute.




Language acquisition = Solving a lot of induction problems.

Input Behavior
EXTERNAL ?
INTERNAL | I
Y L Production
Perceptual encoding systems Inference engine
[~ 7\
Developing Parsing T Acquisitional
grammar procedures _ intake | Developing
e —> Perceptual intake —> * P grammar
Extralinguistic systems (linguistic representations) - w
(audition, pattern recognition, Universal
memory, theory of mind, etc.) grammar

Lidz & Gagliardi 2015

A framework that makes components of the acquisition task more explicit.



A framework that makes components of the acquisition task more explicit.

Distinguishes between things external to the child that we can
observe (input signal, child’s behavior) vs. things internal to the
child (everything else).

Experimental &

Corpus methods Experimental methods

EXTERNAL
INTERNAL e %
Production
Perceptual encoding N JRUSIE y

Developing Parsing T



Production
systems

Developing Parsing
grammar procedures

Extralinguistic systems
(audition, pattern recognition,
memory, theory of mind, etc.)

Lidz & Gagliardi 2015

Perceptual encoding:

Turning the input signal into an internal linguistic representation =
perceptual intake.



INTERNAL ‘t

Theoretical & experimental methods [ P’Odt“d'on J
Perceptual encoding systems
Devel ping %  Parsing T
wgrammar_~ procedures

L —>» Perceptual intake —>
Extralinguistic systems (linguistic representations)

(audition, pattern recognition,
memory, theory of mind, etc.)

Lidz & Gagliardi 2015

Perceptual encoding:
Involves current grammar



INTERNAL t

Theoretical & experimental methods [ P'Odt“d'o" J
Perceptual encoding systems

!

—> Perceptual intake —>

—

¢ Parsing »

Developing
grammar

Extralinguistic systems (linguistic representations)
(audition, pattern recognition,

memory, theory of mind, etc.)

Lidz & Gagliardi 2015

Perceptual encoding:

Involves current grammar being deployed in real time to parse
the input



INTERNAL ‘t
Theoretical & expérimental methods { Production }

Perceptual encoding systems
Developing Parsing T
grammar procedures

e
_—— —— —_ — ———

—> Perceptual intake —>
(linguistic representations)

" Extralinguistic systems
{audition, pattern recognition, |
_mory, theory of mind, et

Lidz & Gagliardi 2015

Perceptual encoding:

Involves current grammar being deployed in real time to parse
the input often drawing on extralinguistic systems



Input Behavior

| Production
systems

tual encoding Inference engine

g Parsing Acquisitional
' procedures intake
- —> Perceptual intake —> * e —
guistic systems (linguistic representations)
attern recognition, Universal
eory of mind, etc.) { grammar J

Generating observable behavior
Involves current linguistic representations being used by production systems.
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____________________________ Doing inference

Generalization happens

Theoretical & computational methods . L
by using existing

Inference engine learning biases,
(some of which may
[Acquisitional} be innate and
. > -~
L s Developing language-specific)
grammar
15) - J

Universal
grammar

N -
T .




____________________________ Doing inference

Generalization happens

Theoretical & computational methods . -
by using existing

Inference engine learning biases,
e (some of which may

be innate and

Acquisitional | ~

( Developing | language-specific)

| grammar | operating over the
Universal acquisitional intake —
grammar } what'’s perceived as

relevant for acquisition




Experimental &
computational
methods

e e

Inference engine

Acquisitional
intake
—>

1S) {

Developing |°
. | grammar

Universal
grammar

Doing inference

Generalization happens
by using existing
learning biases,

(some of which may
be innate and
language-specific)
operating over the
acquisitional intake —
what’s perceived as
relevant for acquisition
to produce the most
up-to-date hypotheses
about linguistic
knowledge



Input Behavior

EXTERNAL
INTERNAL I
Y [ Production }
erceptual encoding systems Inference engine
N Parsing T Acquisitional
Wy, grammar procedures intake
— —> Perceptual intake —> *
Extralinguistic systems (linguistic representations)
(audition, pattern recognition, Universal
memory, theory of mind, etc.) grammar

Lidz & Gagliardi 2015

The current linguistic hypotheses are
used in subsequent perceptual encoding



—> Perceptual intake —>
(linguistic representations)

Extralinguistic systems
(audition, pattern recognition,
memory, theory of mind, etc.)

Input Behavior
EXTERNAL
INTERNAL
\ { Production J
Perceptual encoding systems
Developing Parsing T
—>  grammar procedures

Inference engine

—————
— e ——— e —

Acquisitional

intake Developing

* — grammar
Universal
grammar

- : —_— e

Lidz & Gagliardi 2015

Experimental methods

This whole process happens over and over again

throughout the learning period



This is language acquisition

Input Behavior
EXTERNAL I
INTERNAL |
Y [ Production }
Perceptual encoding systems Inference engine
Developing Parsing T Acquisitional
grammar procedures intake Developing
e —> Perceptual intake —> A —> | grammar
Extralinguistic systems (linguistic representations)
(audition, pattern recognition, Universal
memory, theory of mind, etc.) grammar

Lidz & Gagliardi 2015 )
Corpus Experimental

Theoretical Computational

An informative computational model of language acquisition
captures these important pieces in an empirically-grounded way.



This is language acquisition
...Which involves solving induction problems

Input Behavior
EXTERNAL ¥
INTERNAL |
Y { Production }
Perceptual encoding systems Inference engine
Developing Parsing T Acquisitional
grammar procedures intake Developing
— —> Perceptual intake —> * e grammar
Extralinguistic systems (linguistic representations)
(audition, pattern recognition, Universal
memory, theory of mind, etc.) grammar

Lidz & Gagliardi 2015

Informative computational models = informative about
the learning strategies children use to solve induction problems



Learning strategies children use to solve induction problems

A successful learning strategy is an existence proof that linguistic knowledge
is attainable using the knowledge, learning biases, and capabilities
comprising that strategy.

Input Behavior
EXTERNAL
INTERNAL ,
[ Production }
Percding systems
. veloping Parsi“\ S T Acquisitional
grammar procedures intake

Perceptual intake —>
(linguistic representations)

Extralinguistic systems
(audition, pattern recognition,
‘memory, theory of mind, etc,

Lidz & Gagliardi 2015



Learning strategies children use to solve induction problems

Important learning strategy components include
* knowledge (= theories of representation)

e

(audition, pattern recognition,
memory, theory of mind, etc.)

Lidz & Gagliardi 2015

Input Behavior
EXTERNAL
INTERNAL |
[ Production }
Perceptual encoding systems Inference engine

{ Developing § Parsing T Acquisitional
W\ grammar J# procedures { intake J ‘
S —> Perceptual intake —> — [
Extralinguistic systems (linguistic representations) e




Learning strategies children use to solve induction problems
Important learning strategy components include
* knowledge (= theories of representation)

* biases & capabilities that must exist for that knowledge to be successfully
deployed during acquisition (= theories of the learning process).

Input Behavior
A
EXTERNAL
INTERNAL
Y [ Production J
Perceptual enc EN systems
Developing ¢ Parsing T Acquisitional
grammar '\, procedures intake ‘
 —— ~-‘: S ——3 Perceptual intake —> —_—
== Extralinguistic systems =~ (linguistic representations)
{ (audition, pattern recognition, J

Lidz & Gagliardi 2015



Learning strategies children use to solve induction problems

And this is what we really want to know about!

?PP7?7??




And this is what we really want to know about!

Which learning strategies could children be using?

(Pearl in press, Phillips & Pearl in press, Bar-Sever & Pearl 2016, Phillips & Pearl
201543, 2015b, 201443, 2014b, 2012; Pearl 2014, Pearl et al. 2011, Pearl et al. 2010)



And this is what we really want to know about!

Which learning strategies could children be using?

Which learning biases are necessary?

(Pearl, Ho, & Detrano in press, 2014; Pearl & Mis 2016, Pearl & Sprouse 2015, 20133,
2013b, Pearl & Mis 2011, Pearl & Lidz 2009, Pearl 2008, Pearl & Weinberg 2007)



And this is what we really want to know about!

Which learning strategies could children be using?

Which learning biases are necessary?

Which knowledge representations are learnable — and which aren’t?
(Pearl, Ho, & Detrano in press, 2014; Pearl in press, Pearl 2011, Pearl 2009)



And this is what we really want to know about!

Which learning strategies could children be using?
Which learning biases are necessary?

Which knowledge representations are learnable — and which aren’t?

When do children learn different aspects of the linguistic system?

(Nguyen & Pearl in prep., Bates, Pearl, & Braunwald in prep., Caponigro, Pearl et al.
2012, Caponigro, Pearl et al. 2011)



And this is what we really want to know about!

Which learning strategies could children be using?
Which learning biases are necessary?

Which knowledge representations are learnable — and which aren’t?

When do children learn different aspects of the linguistic system?

What factors affect children’s observable behavior?

(Nguyen & Pearl in prep., Savinelli, Scontras, & Pearl 2017)



And this is what we really want to know about!

Which learning strategies could children be using?
Which learning biases are necessary?

Which knowledge representations are learnable — and which aren’t?
When do children learn different aspects of the linguistic system?

What factors affect children’s observable behavior?

Why we do computational modeling: It can help us find out!




Today’s Plan:
Computational models of language acquisition

Who does... is pretty?

another one
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Today’s Plan:
Computational models of language acquisition
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How do we model language acquisition?

What level of model do you want to build?

A very basic question:

Is it possible for the child with a specific initial state to
use the acquisitional intake to achieve the target state?

Input
EXTERNAL
INTERNAL
Production
Perce systems
" Developing Parsing  ~- N
grammar procedures

Extralinguistic systems
A (audition, pattern recognition,
N, memory, theory of mind, etc.)

Universal | ®
grammar

-

Lidz & Gagliardi 2015

Computational-level (Marr 1982)

Is this the right conceptualization of the acquisition
task? Do we have the right goal in mind?



How do we model language acquisition?

What level of model do you want to build?

Computational-level
A very basic question:

Is it possible for the child with a specific initial state to
use the acquisitional intake to achieve the target state?

Helpful for determining if this implementation of
the acquisition task is the right one.

Are these useful learning assumptions for children to
have? Are these useful linguistic representations?



How do we model language acquisition?

What level of model do you want to build?

Computational-level
A very basic question:

Is it possible for the child with a specific initial state to
use the acquisitional intake to achieve the target state?

This is typically implemented
as an ideal learner model,
which isn’t concerned with
the cognitive limitations and
incremental learning
restrictions children have.

(That is, useful for children is
different from useable by
children in real life.)




How do we model language acquisition?

What level of model do you want to build?

Computational-level
A very basic question:

Is it possible for the child with a specific initial state to
use the acquisitional intake to achieve the target state?

Practical note:

Doing a computational-level analysis is often
a really good idea to make sure we’ve got
the right conceptualization of the acquisition
task (see Pearl 2011 for the trouble you can
get into when you don’t do this first).




How do we model language acquisition?

What level of model do you want to build?

Computational-level
A very basic question:

Is it possible for the child with a specific initial state to
use the acquisitional intake to achieve the target state?

(What happened in a
nutshell in Pearl 2011)

Why do none of
these learning
strategies work?

Because they’re
solving the wrong
acquisition task...oops.




How do we model language acquisition?

What level of model do you want to build?
Computational-level

Another basic question:
Is it possible for the child with a specific initial state to use the
acquisitional intake to achieve the target state in the amount of

time children typically get to do it, given the incremental nature of
learning and children’s cognitive constraints?

Input 3
EXTERNAL b
INTERNAL ‘
Perceptual encoding | p { Inference engine

. eveloping Parsing\‘!o = |7 oo - g
grammar procedures N\ . - intake Z Developing -
‘ Perceptual intake N grammar
Extralinguistic systems (inguistic representations) S t——. g

A (audition, pattern recognition, : Universal | % S SR
. memory, theory of mind, etc.) grammar
. — e —— — A
4




How do we model language acquisition?

What level of model do you want to build?
Computational-level

Another basic question:
Is it possible for the child with a specific initial state to use the
acquisitional intake to achieve the target state in the amount of

time children typically get to do it, given the incremental nature of
learning and children’s cognitive constraints?

Algorithmic-level (Marr 1982)

Is it possible for children to use this
strategy? That is, once we know it’s useful
for children, it’s important to make sure it’s
also useable by children.




How do we model language acquisition?

What level of model do you want to build?
Computational-level

Another important (not so basic) guestion: If we have an
algorithm that seems useable by children to usefully solve an
acquisition task, how is it implemented in the brain?

Implementational-level

Input Behavior
EXTERNAL
INTERNAL
Production
Perceptual encoding systems Inference engine

Developing Parsing Acquisitional
grammar procedures intake Developin
e —> Perceptual intake —> e gramn?arg
Extralinguistic systems (linguistic representations)

(audition, pattern recognition,
memory, theory of mind, etc.)

Universal
grammar

Lidz & Gagliardi 2015



How do we model language acquisition?

What level of model do you want to build?
Computational-level

Another important (not so basic) guestion: If we have an
algorithm that seems useable by children to usefully solve an
acquisition task, how is it implemented in the brain?

Implementational-level

This isn’t easy to model yet.

Advances in natural language processing: ways to
encode complex information into distributed
representations like what we think the brain uses.

oJeX Jolele]e) Q000000 CJejeoJeloleX
[oJeJoJeJoJe)o [o]JeJoJelo)e)o oJeJoJeJoJole
O000O0OeO OO0OO00OOO0O OO0OO000eoO
OO0O0000O0 OO0O0O000O O JOIOIOI0I0)
O JOoX 1Cl0]0) OO0O0O0O0O0O O] JOI0]0]0]0)
OO0O0000O0 OO0OO0O000O0 OO0OO0O000O
OO0 OO0OO0OO0O0O0OO OOO0O00O0e
@OOOOOO OO0OO0000O OO0OO0000O
Cat Dog Fish

(Levy & Goldberg 2014, lyyer et al 2014, Rashkin et al. 2016)



How do we model language acquisition?

What level of model do you want to build?

The types I'll tell you about today

Computational-level Algorithmic-level




How do we model language acquisition?

Computational-level So let’s say you’ve figured out what level of
model is appropriate to build. Now what?

Time to actually build it!

Algorithmic-level

Let’s look at an example with speech segmentation



How do we model language acquisition?
An example with speech segmentation

= waArapairikiri

wAr 9 parri Kkiri

what a pretty kitty!




How do we model language acquisition?
An example with speech segmentation

what a pretty kitty!

(1) Decide what kind of learner the model represents

This depends on what task you’re modeling

For the first stages of speech segmentation:
Typically developing 6- to 8-month-old child learning first language




How do we model language acquisition?
An example with speech segmentation

(2) Decide what data the child learns from (input)

This depends on your acquisition theory and the empirical data available

Beha

‘ Produ

Perceptual encoding Syste

Developing Parsing 1

grammar procedures

—> Perceptu

Extralinguistic systems (linguistic rep
(auidition pattern recoanition




How do we model language acquisition?
An example with speech segmentation b

what a pretty kitty!

(2) Decide what data the child learns from (input)

@Loc: Eng-NA-MOR/Rollins/all2.cha

Example empirical data: CHILDES database .., "™

. @Languages: eng
° @Participants: CHI Target Child , MOT Mother
—u%ghtt - Chlldes'talkbank'or @ID: eng|rollins|CHI|||||Target Child|]|

@ID: eng|rollins|MOT| ||| |Mother|| |
@VMedia. _all2, video
. @Activities: Free Play
Child Language Data Exchange System *MOT: |Syou haven't seen this .
1.1¢ .
%Ssmor: prd]'youjaux | have~neg|not part|see&PASTP pro:dem|this .

%sgra: " 1|4|SUBJ 2]4|AUX 3|2|NEG 4|0|ROOT 5|4|0BJ 6|4|PUNCT
that logks _pretty cool .

det|that n|look-PL adv:int|pretty adj|cool .

4| 2|DET 2|@]INCROOT 3|4|JCT 4|2|XMOD 5|2|PUNCT

! 7 s do you know how to work that .
% :h\“ﬁﬁdldb‘pfe+you v|know adv:wh|how inf|to v|work pro:dem|that .
‘ Ssgras }3|MUBJ 3|©|ROOT 4|3|0BJ 5|6|INF 6|4|XCOMP 7|6|0BJ 8|3|PUI

*MOT:  yes you do .

‘%mor:  calyes pro|you v|do .
o SN €M 2| 3[SUBJ 3|0|ROOT 4|3 |PUNCT
N e - ‘3

SR =l =

Video/audio recordings of speech
samples, along with transcriptions
and some structural annotations.



http://childes.talkbank.org

How do we model language acquisition?

L]
i

a pretty kitty!

N

what

AL ol

(3) Decide how the child perceives the data,
and which data are relevant (intake)

This depends on your acquisition theory

Input Behavior
EXTERNAL
INTERNAL
Y { Production
Perceptual encoding systems Inference engine

P — _——

cquisitional
intake

Developing Parsing
grammar procedures

“ Perceptual intake —=
uistic representation

», =3

grammar

Extralinguistic systems
(audition, pattern recognition, s Universal
memory, theory of mind, etc.) grammar

o
—




How do we model language acquisition?
An exampl

@Loc:

@PID:

ik
ool .
2|PUNCT
.
|how inf|to v|work pro:dem|that . |
| |6|INF 6]4|XCOMP 7|6|0BJ 8|3|PUNCT W a a pre y I y H

(3) Decide how the child perceives the data,
and which data are relevant (intake)

syllables with stress
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How do we model language acquisition?

Many models will try to make cognitively
plausible assumptions about how the child is
representing and processing input data
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How do we model language acquisition?

An exampl
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(4) Decide what hypotheses the child has and
what information is being tracked in the input

This depends on your acquisition theory



How do we model language acquisition?
An example with speech segmentation b

LLLLLLLLLLLLLLLLLLLLLLLLLLLLLL

lllllllllll -00017262

= WA ro p1t1 ri K'1 ri

what a pretty kitty!

(4) Decide what hypotheses the child has and
what information is being tracked in the input

Example hypotheses: what the words are




How do we model language acquisition?

(4) Decide what hypotheses the child has and
what information is being tracked in the input

Example information:
transitional probability between syllables,

stress on syllables

WA ra p11 ri K'1ri
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How do we model language acquisition?
An example with speech segmentation b

@Loc:
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what a pretty kitty!
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How do we model language acquisition?
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what a pretty kitty!
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(5) Decide how belief in different
hypotheses is updated
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(6) Decide what the measure of success is

This can be based on your theory....
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How do we model language acquisition?
An example with speech segmentation b

@Loc:  Eng-NA-MOR/Rollins/all2.cha

@PID:  11312/c-00017262
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(6) Decide what the measure of success is

This can be based on your theory
or empirical data about behavior
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How do we model language acquisition?
An example with speech segmentation b

@@@@@@@@@@ -MOR/Rollins/al12.cha
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How do we model language acquisition?
An example with speech segmentation b

= WA ro p1t1 ri K'1 ri

what a pretty kitty!
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