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On language ‘utility’: processing
complexity and communicative
efficiency
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Functionalist typologists have long argued that pressures associated with language
usage influence the distribution of grammatical properties across the world’s
languages. Specifically, grammatical properties may be observed more often
across languages because they improve a language’s utility or decrease its
complexity. While this approach to the study of typology offers the potential
of explaining grammatical patterns in terms of general principles rather than
domain-specific constraints, the notions of utility and complexity are more often
grounded in intuition than empirical findings. A suitable empirical foundation
might be found in the terms of processing preferences: in that case, psycholin-
guistic measures of complexity are then expected correlate with typological
patterns. We summarize half a century of psycholinguistic work on ‘processing
complexity’ in an attempt to make this work accessible to a broader audience:
What makes something hard to process for comprehenders, and what determines
speakers’ preferences in production? We also briefly discuss recently emerging
approaches that link preferences in production to communicative efficiency. These
approaches can be seen as providing well-defined measures of utility. With these
psycholinguistic findings in mind, it is possible to investigate the extent to which
language usage is reflected in typological patterns. We close with a summary of
paradigms that allow the link between language usage and typology to be studied
empirically.  2010 John Wiley & Sons, Ltd. WIREs Cogn Sci 2011 2 323–335 DOI: 10.1002/wcs.126

INTRODUCTION

Researchers from diverse approaches with a
common functional understanding of language

have long stressed that the utility of a form
relative to a human language user’s communicative
needs is crucial for understanding its ontogeny and
typological distribution (see Refs 1–5, papers in Ref 6).
Utility means suitability for a certain communicative
function, but also suitability for the abilities of the
user, implying that human cognitive abilities directly
or indirectly constrain the space of possible grammars.
Work within functional linguistics7,8 has aimed to
define utility in terms of general cognitive principles
(e.g., pressure for iconicity of form and function,
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or for concise representation of salient/frequent
concepts). Uutility has also been related to language
processing specifically. Consider the particularly
succinct hypothesis stated in Hawkins9:

‘Grammars have conventionalized syntactic struc-
tures in proportion to their degree of preference in
performance, as evidenced by patterns of election in
corpora and by ease of processing in psycholinguistic
experiments.’ [Ref 9, p. 3]

In other words, typological distributions should
mirror gradient measures of production and com-
prehension complexity. More easily processed forms
are by hypothesis preferred. Under the assumption
that it is known what is complex (hard to process),
the processing complexity approach makes empir-
ically testable explanations for cross-linguistically
observed properties of grammars (Hawkins9,10 and
Christiansen and Chater,11 among others). However,
in order to test the hypothesis that typological distribu-
tions reflect processing complexity, an independently
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motivated, well defined, and empirically assessable
notion of processing difficulty is essential. In prac-
tice, there is a considerable gap between the fields of
typology and psycholinguistics. Hence, relatively little
work on typology has integrated what contemporary
work on language processing has to offer. This article
is intended as a stepping stone for researchers with an
interest in crossing that gap.

We review the most influential accounts and
findings from the study of language production and
comprehension that bear on the question ‘what is
complex’? For reasons of space, we limit ourselves
to work on sentence processing. We also summarize
recently (re-)emerging information theoretic accounts
of language processing that have their roots in a
slightly different perspective on utility, in terms of
efficient communication rather than processing.3 We
close with a brief summary of recent approaches to
studying the link between language use and grammar.

PROCESSING DIFFICULTY IN
COMPREHENSION AND PRODUCTION

To a first approximation, contemporary accounts
of sentence processing fall into one of two broad
categories. In memory-based accounts, processing dif-
ficulty arises when the sentence being processed over-
loads limits on some sort of mental storage system, the
nature of which is not necessarily specified further (see
Refs 9,12–14, though see Refs 15,16). In expectation-
based and constraint satisfaction accounts, processing
difficulty is intimately linked to the probability of
processed structures: words and structures that are
infrequent or unexpected or for which there are con-
flicting cues are predicted to be hard to process.

Overtaxed memory has been invoked to
explain comprehension difficulty (e.g., slowed read-
ing times, reduced comprehension accuracy), in
center-embedded clauses (1b) compared to right-
embedded sentences (1a) and object-extracted relative
clauses (2b) compared to subject-extracted relative
clauses (2a).

1. (a) This is the malt that was eaten by the rat
that was killed by the cat.

(b) This is the malt that the rat that the cat
killed ate.

2. (a) The reporter that interviewed the senator is
from New York.

(b) The senator that the reporter interviewed is
from New York.

Evidence that processing difficulty may origi-
nate in memory resources comes from findings that
individual differences in working memory capacity
correlate with difficulty17–20 and from studies show-
ing poorer performance on a secondary memory task,
while comprehending more complex structures (see
Refs 21,22,23). At the heart of many memory-based
accounts is the idea that comprehension difficulty
reflects dependency lengths—the distance between
words that are dependent on each other for interpre-
tation, such as a verb and its object (interviewed and
reporter/senator in (2a/b); see Ref 12 for a review of
previous accounts). As the linguistic signal unfolds
over time, comprehension proceeds incrementally:
words are integrated one by one into a representation
of the structure and interpretation of the sentence. This
integration requires retrieval of previous material. Pro-
cessing difficulty at the integration point increases with
increasing dependency length.12,13,16,24–28 Figure 1
illustrates the role of dependency length for examples
(1a) and (1b) above (in the upper and lower panel,
respectively). The word ‘eaten’ in the top panel of
Figure 1 should be relatively easy to process given
that it only requires the integration of one local depen-
dency. In contrast, processing of the word ‘ate’ in the
bottom panel of Figure 1 requires integration of two
nonlocal dependencies, which would be predicted to
result in relatively high processing cost.

How exactly dependency length is to be mea-
sured (e.g., in terms of intervening words, syntactic
nodes or phrases, new discourse referents, etc.) is a
matter of ongoing debate, though in practice all of
these measures are highly correlated.29,30 Dependency
lengths can thus be used to generate word-by-word
predictions of comprehension difficulty (or, com-
bined in some way, to yield a per-sentence measure).
Hawkins9,14 proposes that word orders which min-
imize constituent recognition domains (roughly, the
shortest string of words within which all putative
children of a syntactic constituent can be identi-
fied) are processed more efficiently. Dependency and
domain-based theories make identical predictions in
most cases. We discuss results in terms of the former
only because dependencies naturally fit into a fuller
memory-based theory.

This is the malt that was eaten by the rat that was killed by the cat

This is the malt that the rat that the cat killed ate

FIGURE 1 | Illustration of sentences with different dependency
lengths. The sentence in the top panel contains mostly local
dependencies. The sentence in the bottom panel contains several
complex nonlocal dependencies.
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Dependency length seems to affect production
as well. Production research usually assesses difficulty
directly in terms of production latencies and fluency,
or indirectly by speaker preference for one of several
meaning-equivalent structures. For instance, (1a) and
(1b) have the same meaning, but if speakers typi-
cally avoid (1b) in favor of (1a), we can infer that
(1b) incurs more processing difficulty in production.
The same holds for the so-called dative alternation:

3. (a) Give the carrot to the white rabbit. (NP-PP;
theme-recipient)

(b) Give the white rabbit the carrot. (NP-NP;
recipient-theme)

Given structural choices like (3), speakers of
English prefer to order the shorter constituent
first.9,10,29,31–37 Consider, for example, the dative
alternation in (3) with a shorter recipient (e.g., the rab-
bit) and a longer theme (e.g., the biggest carrot you can
find). In both orders, the dependency between the verb
and the first argument is immediately resolved. The
two orders differ, however, in the number of words
that need to be processed before the dependency with
the second argument can be resolved. By ordering the
shorter phrase first, speakers shorten verb-argument
dependencies. Since speakers, just like comprehenders,
need to incrementally retrieve the words they produce
in order to integrate them into a well-formed sen-
tence, the observed preference has been interpreted
as evidence for resource accounts.9,14,31 An alterna-
tive explanation is that speakers simply defer the
production of more complex phrases, presumably
to buy more time to plan them.29,37 In this case,
observed ordering preferences would not necessarily
reflect the processing of dependencies, but rather a
strategy to deal with the demands of incremental pro-
duction. While there is independent support for such a
strategy (see below), recent evidence suggests that con-
stituent length effects cannot be reduced to the delayed
production of complex constituents: Speakers of head-
final languages prefer the opposite, long-before-short,
order (for Japanese, see Refs 14,38,39; for Korean, see
Ref 40). This is consistent with the dependency mini-
mization resource account, since the long-before-short
order reduces dependency length if the head follows
its arguments.9,41

The most articulated proposal for a memory-
based architecture for language processing is arguably
work by Lewis and colleagues (for an introduc-
tion, see Ref 16; for more details, see Ref 15). Lewis
and colleagues’ model is based on general assump-
tions about cognitive architecture (e.g., memory,
perceptual, and motor processing) that are empirically

supported by research on both linguistic and nonlin-
guistic cognitive abilities (for an overview, see Ref 42).
In their model, ‘chunks’ in memory are bundles of fea-
tures representing semantic/structural properties of
words, phrases, or referents. Chunks are created with
high activation, which decays over time. Higher acti-
vation levels lead to easier retrieval (e.g., at a later
verb), capturing the dependency length phenomena
described above.

The model predicts that further properties of
memory, such as similarity-based interference, should
be evidenced in processing difficulty.16,26,43,44 In line
with this prediction, processing of a referent dur-
ing comprehension is slowed when similar competi-
tors are activated in memory. For example, object-
extracted clefts like (4) lead to increased processing
difficulty when the two NPs are both names or both
professions.26,45

(4) It was the barber/John who the lawyer/Bill saw
in the parking lot.

Interference is also observed when a secondary
task requires comprehenders to maintain a separate
set of words in memory that are similar to the target
(see Refs 22,23,43; see also Refs 44,46,47 for related
findings). In Lewis and colleagues’ model, retrieval
of a target chunk is content-based, and hence com-
petitors with similar (feature) content decrease the
retrieval efficiency.

Comprehension difficulty is also affected by
repeated mention: Targets are retrieved faster when
recently mentioned.48 Lewis and colleagues attribute
such effects to repeated retrieval from memory: Every
time a target is retrieved, its activation increases.
Some targets may also be inherently more ‘acces-
sible’ or easier to retrieve. Evidence from isolated
lexical decision and ERP studies suggest that words
denoting concrete, animate, imageable concepts are
processed faster than words denoting abstract, inan-
imate, and less imageable concepts.49–51 Sentences
containing NPs higher on the accessibility hierarchy
(pronoun < name < definite < indefinite52) are pro-
cessed faster.53,54 In a framework like that of Lewis
and colleagues, this could be modeled as higher resting
activation (though Lewis and Vasishth15 and Lewis
et al.16 do not address this case).

‘Conceptual accessibility’55 also affects produc-
tion. In a variety of languages, speakers’ preferences in
word order alternations (e.g., (3) above) are affected
by referents’ imageability,55 prototypicality,56,57 ani-
macy/humanness,34,58–60 givenness due to previous
mention61–63 and semantic similarity to recently men-
tioned words.64,65 Conceptual accessibility affects the
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linking between referents and grammatical functions,
with more accessible referents being linked to higher
grammatical functions like the subject. These indirect
effects of accessibility (also called alignment effects),
influence, for example, construction choice in the
passive and dative alternations.34,55 Independently,
accessibility affects word order which also leads to
more accessible referents being ordered earlier in a
sentence (direct effects of accessibility, a.k.a. ‘avail-
ability’ effects; see Refs 59,60,66–68). Interestingly,
this accessible-before-inaccessible tendency seems to
hold independent of the language’s headedness,62,68,69

unlike the short-before-long preference of head initial
languages which contrasts with the long-before-short
preference of head-final languages (for a more exhaus-
tive cross-linguistic summary, see Ref 70). Accessibil-
ity effects remain after controlling for constituent
complexity.34,55,59,66,71,72

Beyond conceptual accessibility, the ease of
word form retrieval also seems to affect sentence
production, with easier to retrieve forms being ordered
earlier cross-linguistically.61,62 In short, there is strong
evidence that inherent and contextually conditioned
properties of referents and word forms contribute
to processing difficulty in both production and
comprehension.

In the broadest possible sense, the effects dis-
cussed so far can be considered memory-based: pro-
cessing difficulty is correlated with ease of retrieval
from memory, as modeled by (1) the retrieval target’s
baseline activation, (2) boosts in activation associ-
ated with previous retrievals, (3) activation decay over
time, and (4) the activation and similarity of other
elements in memory (cf. Refs 15,16).

Processing difficulty also has been related to
the degree of uncertainty in the input. Although in
principle compatible with memory-based accounts,
so-called expectation-based and constraint satisfac-
tion accounts of language processing focus on the
allocation of resources rather than resource limita-
tion. Consider, for example, the temporary ambiguity
in (5), where the verb form raced is strongly biased
to be interpreted as a past tense intransitive form
rather than the passive participle of a transitive in a
reduced subject relative. This leads to increased pro-
cessing difficulty (slower comprehension times) at the
disambiguation point (here fell).

(5) The horse raced past the barn fell.

The difficulty of so-called garden path sentences
like (5) has prompted a substantial amount of research
(see Refs 73–76; for a recent summary, see Ref 77).
Yet comprehension is usually successful. Noticeable

garden paths like (5) are rare, thus implying that lis-
teners have efficient and robust ways to deal with
ambiguity.71,78,79 Comprehenders more or less simul-
taneously incorporate a variety of linguistic and non-
linguistic cue types, including syntactic, semantic, and
pragmatic cues.80–88 This insight underpins many con-
temporary accounts of language processing.1–3,89–94

Some accounts explicitly commit to the hypothesis
that word-by-word processing difficulty is determined
by expectations based on the linguistic and nonlin-
guistic cues.90–94 For a rational listener, comprehen-
sion difficulty should be correlated with a word’s
surprisal.90,95 A word’s surprisal is the logarithm of
the reciprocal of its probability. In other words, the
more unexpected a word is, the higher its surprisal.
A word’s probability can be estimated in many dif-
ferent ways and based on different representational
assumptions (e.g., n-grams, probabilistic phrase struc-
ture grammars, construction grammars, topic models,
to name just a few). What types of cues language users
integrate (i.e., what the relevant representations are)
and how multiple cues are integrated into probability
estimates is a subject of ongoing research.72,94,96–98

Figure 2 shows a garden path sentence annotated
with the probability of upcoming words at each
point under a simple probabilistic grammar adapted
from Ref 90. Words with higher probability are more
predictable, and so incur less processing difficulty.

Evidence that surprisal affects incremental pro-
cessing difficulty comes from self-paced reading exper-
iments and eye-tracking corpora (see Refs 93,99–101;
for an overview of expectation-based effects in
comprehension, see Refs 93,102). One straightfor-
ward way to incorporate probability/surprisal into a
memory-based model would be to have the former
contribute to baseline activation, which is essen-
tially how connectionist accounts explain probabilistic
effects.84,103

Probabilities also affect production. For example,
disfluencies are more likely with less frequent and less
predictable words104,105 and structures.106–108 This
seems to suggest that in production, like in comprehen-
sion, more surprising words and structures are harder
to process. Interestingly, the pronunciation of words
is not only affected by the probability of upcoming
words and structures, but also by their own proba-
bility: more predictable instances of the same word
are on average produced with shorter duration.108–113

One possible interpretation of this finding is that more
predictable words are produced with shorter duration
because they are easier to produce. Note, however,
that the duration of a word is not the same as the
time it takes to plan that word (latency). While longer
latencies would be expected if less predictable word
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FIGURE 2 | Illustration of the probability of upcoming words under a probabilistic grammar generating the sentence ‘The banker told about the
buy-back resigned’.

tokens are harder to produce, longer durations would
only be expected if each segment (phone) in less pre-
dictable word tokens is harder to retrieve than the
segments in more predictable word tokens. In other
words, longer durations for less predictable tokens
are only expected if the segments of less predictable
word tokens are on average less predictable than the
segments of more predictable word tokens. This pre-
diction seems to not have been tested so far. There
also are alternative interpretations of the finding that
more predictable word tokens are pronounced with
less articulatory detail. We briefly discuss them next.

LINKING PROCESSING PREFERENCES
TO UTILITY: COMMUNICATIVE
EFFICIENCY

One interpretation of the finding that more predictable
words are pronounced with shorter duration is that
language production is efficient in that it distributes
information uniformly. Formally, surprisal is identical
with Shannon information114: Information(word) =
log2[1/p(word)] = Surprisal(word). A word’s Shan-
non information can be understood as a measure
of how much new information the word adds to
the preceding discourse. Shannon information is a
clearly defined and intuitive measure: the more pre-
dictable a word is given the preceding context, the
less information it adds. If the next word is pre-
dictable with absolute certainty, it adds no new
information (log2 1/1 = 0 bits of new information).

A uniform distribution of information across the
signal has been argued to be theoretically optimal
for communication71,72,109,115–118 and in terms of
processing difficulty.119 In other words, the shorter
duration of more predictable instances of words is
expected if language production is organized to be
efficient. If speakers aim to avoid peaks and troughs
in information density (the distribution of informa-
tion over the linguistic signal and hence over time),
instances of words that carry more information should
be pronounced with more duration. This is illustrated
in Figure 3.

The interpretation of the word duration find-
ings in terms of communicative efficiency presents
an intriguing possibility. Recall that functionalist
accounts of the typological distribution of gram-
matical properties are based on the hypothesis that
the utility of a form relative to a human language
user’s communicative needs is crucial for understand-
ing its ontogeny and typological distribution. Above
we have focused on accounts that interpret utility
in terms of processing difficulty,9 rather than in a
broader interpretation of utility. This has the advan-
tage that the notion of processing difficulty is much
better understood than the notion of utility. The
study of processing difficulty has been at the heart of
psycholinguistics for over 50 years. Intuitively though,
the concept of utility put forward in functionalist
work is more closely related to communicative effi-
ciency than to processing difficulty. To the extent that
there is empirical support for communicatively effi-
cient production, this would present a promising link
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FIGURE 3 | Illustration of the relation between word duration and word predictability (and hence information density) predicted by certain
accounts of communicative efficiency.71,72,109,116–119 The word ‘mind’ is more predictable (and carries less information) in the right panel compared to
the left panel. (Reprinted with permission from Ref 120.)

between recent work in psycholinguistics and func-
tional approaches to typology and language change.

It is now generally accepted that frequency
and contextual probability play crucial roles in
language change: frequency affects the reduction
of a form121–124 and, hence, the likelihood of it
being stored as a single chunk; highly frequent
sequences or commonly expressed grammatical rela-
tionships are more likely to become grammatical-
ized (see Refs 122,125–127; for recent discussions,
see Refs 128,129). Communicative efficiency effects
on production provide a viable account of these
findings.71

Indeed, recent work has begun to uncover fur-
ther evidence that communicative efficiency affects
speakers’ preferences during production. Instances
of words that add less information are not only
pronounced with shorter duration, they are also
pronounced with less articulatory and phonological
detail.110,112,117,118 Within words, more informative
segments have more duration and more distinctive
centers of gravity116,118,130 and are less likely to be
deleted.131 Beyond articulation and phonology, there
is evidence that morphological choice points in pro-
duction are affected by information density. Speakers
are more likely to reduce more predictable instances
of morphologically contractible words (e.g., could not
vs. couldn’t132). This inverse link between form reduc-
tion and information density is also observed for the
optional mentioning of function words. For example,
speakers prefer the reduced variants of English com-
plement and relative clauses, the more expected such
a clause is in its context.71,72,79,133 Consider the
following example of optional relativizer mention-
ing, where the relativizer ‘that’ can be mentioned or
omitted.

6. (a) That’s the painting [they told me about].

(b) That’s the painting [(that) they told me
about].

Simplifying for the current purpose, the relative
clause onset ‘they’ in (6a) contains two pieces of
information, the presence of a relative clause boundary
and the fact that the relative clause onset starts with the
word ‘they’. In (6b), these two pieces of information
are distributed over two words (‘that they’) rather
than one. Thus, speakers should prefer to use variant
(6b) over (6a) whenever the relative clause or the
onset is unexpected in its context. In other words,
speakers should prefer to spread out high information
content at the relative clause onset over more words
by producing the relativizer ‘that’. This is illustrated
in Figure 4 (see Ref 71 for more detail).

Even beyond the level of clausal planning,
there is evidence that speakers prefer to dis-
tribute information uniformly (for an overview, see
Refs 115,134–137). In short, communicative effi-
ciency seems to affect speakers’ preferences during
production (for further discussion, see Ref 71).a

INVESTIGATING THE LINK BETWEEN
LANGUAGE USAGE AND TYPOLOGY

We have summarized psycholinguistic findings that
speak to processing preferences in production and

6

5

4

3

100.5

That's
That's

the painting

that

they told

me

about

the painting

they

told
me

about

101.0 101.5 102.0
Seconds

102.5 103.0

In
fo

rm
at

io
n 

de
ns

ity
 in

 b
its

/w
or

d

FIGURE 4 | Illustration of the predictions of uniform information
density, an account of communicative efficiency, for optional relativizer
mentioning in nonsubject-extracted relative clauses.
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comprehension. These processing preferences have
been linked to mechanisms of language processing
and communicative pressures. Next, we briefly discuss
a few empirical paradigms that we consider particu-
larly promising in terms of their potential for research
on how processing difficulty and communicative effi-
ciency might contribute to typological patterns.

There are several ways in which processing could
come to shape grammar (for a detailed discussion, see
Ref 138). In acquisition, less complex forms may be
learned preferentially due to higher frequency in the
input: there is extensive evidence that input frequency
plays a central role in acquisition.139–141 Higher com-
prehension complexity may also impede acquisition
regardless of input frequency. Similar pressures may
occur throughout the lifespan if adult speakers reor-
ganize their usage patterns in response to previous
communicative episodes.142,143 Although relatively
little empirical work has directly addressed these ques-
tions to date, interdisciplinary researchers have begun
to invent new methodologies which will allow us to
directly study the processing-grammar link.

Naturally, typological surveys may be conducted
with a view to the processing complexity of the
forms studied. This is the primary methodology of
Hawkins.9,14 Beyond this, we can also make pre-
dictions based on processing theories for the kind
of languages we expect to see, and ask whether
extant languages tend to look more like these than
would be expected by chance. For instance, a body
of work stretching back to Zipf3,144 attempts to
explain diverse properties of the lexicons by show-
ing that they are close to theoretically derived models
of an optimal communicative system.145–152 In syn-
tax, less work of this kind has been completed,
though Gildea and Temperley153 show English gram-
mar yields dependency lengths that are remarkably
close to the theoretical minimum that could be
achieved, thereby supporting the hypothesis that
(memory or other processing) pressure to mini-
mize dependency lengths has influenced the evolution
of English. Work within the information theoretic
accounts of language production mentioned above
has shown that information is distributed efficiently
across the linguistic signal given the grammar of
the language.71,72,79,109,115,116,118,119,137 The informa-
tion efficiency of existing languages has, however,
not yet been compared against theoretically possible
grammars.

Within the burgeoning literature on computer
simulation of language emergence and change (see
Refs 154–156; see also Ref 157), researchers have
implemented human processing theories into their
artificial agents, observing the languages that emerge

as a result. Implementing the processing theories found
in Hawkins10 leads to a distribution of emergent lan-
guage types similar to the true typological distribution
(see Ref 158; see also Refs 11,159). In a closely related
paradigm, human subjects invent communication sys-
tems, or learn artificial languages and then teach them
to the next ‘generation’ of subjects. The communica-
tion systems that emerge display cross-linguistically
observed properties of human language.160–165 Sim-
ilar studies could certainly test for influences of the
specific processing theories described here.

Another paradigm ripe for application to the
question at hand is so-called artificial language exper-
imentation, where participants learn new languages
designed by the experimenter.166,167 Experimentation
with the comprehension and production of carefully
designed artificial languages could prove valuable
in separating language-specific processing complexity
from the kind of general universal processing prin-
ciples which may underlie language universals. For
example, preliminary evidence suggests that artificial
languages with shorter verb-dependent distances are
more easily learned.168

CONCLUSION

Functionalist linguistics has long held that the
observed distribution of grammars across languages of
the world can at least in part be accounted for in terms
of biases that operate during language use (e.g., dur-
ing language acquisition or during everyday language
use). These biases are assumed to lead to a preference
for forms that have higher ‘utility’—for example, in
that they are less complex or, in other words, easier to
process. This raises the question of what it means for a
form to be more or less easy to process. We have sum-
marized psycholinguistic work from the last couple of
decades on sentence production and comprehension
that speaks to this question. The notion of ‘utility’
is, however, much broader than processing complex-
ity. Language utility can be understood as relative
to a human language user’s communicative needs.
We have briefly summarized recent work in com-
putational psycholinguistics that builds on this idea.
Compatible with a long standing claim of functional-
ist linguistics, this line of work has provided evidence
that incremental language production seems to be
affected by communicative pressures. While some
have started to incorporate psycholinguistic theory
and findings into the study of typology (most notably,
Refs 9,14,41), research in psycholinguistics, linguis-
tics and, specifically, typology will benefit from further
integration.
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NOTES
aIt is arguably an appealing property of the above
works that it avoids one of the pitfalls of frequency-
based explanations of typological patterns. Simple
frequency/linguistic expectation-based accounts of
processing difficulty remain relatively weak as

predictors of universal typological patterns (com-
prehension difficulty based on frequency being used
to predict cross-linguistic frequency). However, in the
work on communicative efficiency discussed here, the
relevant probabilities are conditioned on nonlinguis-
tic properties like meaning (e.g., the probability of
negation or clausal modification).
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