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used appropriately in terms of the cost-benefit analysis of
Posner, Nissen, and Ogden (1978). The problem in estimat-
ing the cost of nonselective transfer at short cue delays was
to get the subject to use nonselective transfer (an inappro-
priate strategy) at short cue delays. Here is the trick. In a
blocked situation with only long cue delays, we assumed
subjects would certainly use nonselective transfer (the ap-
propriate long-delay strategy). When we included very few
trials with a short cue delay in such a block, subjects were
still better off from a decision-theoretic viewpoint using non-
selective transfer throughout the whole session. Assuming
that subjects would try to maximize their performance, we
predicted they would use the long-delay strategy in blocks of
predominantly long delays and the short-delay strategy in
blocks of predominantly short delays. The difference in per-
formance between (a) the few short-delay trials embedded in
a block of predominantly long-delay trials and (b) a pure
block of short-delay trials provided an estimate of the cost
of using nonselective transfer (the inappropriate, long-delay
strategy) at short cue delays.

A similar argument was posited for long cue delays. We
predicted that when a short cue delay was presented 95% of
the time, subjects would use selective transfer (the appro-
priate strategy). On the occasional long cue delays, we ex-
pected their performance to be very poor. Figure 2 illustrates
a predicted outcome of this sort of experiment. Performance
at long cue delays was expected to decrease markedly with
a reduction in the probability of the occurrence of a long cue
delay. Performance for both types of cue delay was expected
to be highest in the blocked design condition.
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Figure 2. Strategy analysis: The expected outcomes of the cost
analysis experiment in which either a long or a short cue delay can
occur on a trial. (The abscissa is the probability, within a block of
trials, of the long cue delay. The ordinate is the mean proportion of
correct reports, conditioned on the type of cue [long vs. short]
delay. The upper curve is the expected performance with short cue
delays; the lower curve represents long cue delays. Performance at
long cue delays is expected to be poor when long cue delays occur
rarely [bottom left] and to increase as they become predominant.
Performance at short cue delays is symmetrically opposite. The
solid bars through the data points indicate standard errors. Their
differing length indicates that in the low-probability conditions,
fewer trials will be available.)

Method

Subjects. Two graduate and two undergraduate students at New
York University participated in the experiment for pay. All subjects
had normal or corrected-to-normal vision. Each subject had a min-
imum of five practice sessions of 200 trials each; for some subjects,
practice continued longer until their performance in a regular
partial-report experiment with equally likely cue delays reached a
steady state. Subjects BL and PC were presented 3 X 3 arrays.
Performance for subjects RS and BF was better, so they were shown
3 X 4 arrays.

Stimuli. All experiments were controlled by a Digital Equip-
ment Corporation PDP-11/23 computer. The letters were presented
on a Hewlett Packard 1310A cathode ray tube (CRT) with a fast
white P4 phosphor. The CRT was driven by a specially designed
display interface (Kropfl, 1975) and software for real-time vision
experiments (Melchner & Sperling, 1980). Tones were presented on
Sennheiser HD414 headphones. A Wavetek Model 159 waveform
generator was used to generate the tones, which were set to a com-
fortable listening level. The timing of the actual stimulus sequences
was verified by independent oscilloscopic measurements and was
accurate to within 1 ms.

The stimuli consisted o f a 3 X 3 o r 3 X 4 array of letters. Figure
3a shows a photograph of a typical stimulus. The whole display
extended 3.1° or 4.5° of visual angle, respectively, at a viewing
distance of 128 cm. Each letter was 1.2 cm high and 1.0 cm wide,
with a distance between letters of 2.0 cm horizontally and 1.8 cm
vertically. Viewing was binocular.

The luminance of the letters was determined by measuring the
luminance of a uniform rectangle with a United Detector Technol-
ogies photometer, which had been calibrated against a standard light
source. The rectangle had the same pixel intensity as the letters, the
same pixel spacing, and the same number of dots as the letter bit-
maps. The measured luminance was 34 cd/m2. The letters were
displayed on a dark background of approximately 0.05 cd/m2. The
room was dimly illuminated, and the wall behind the monitor had
a luminance of approximately 1.2 cd/m2. The individual letters were
randomly chosen without replacement from the set of 20 conso-
nants, excluding Y.

Procedure. Each partial-report session consisted of 200 trials.
Figure 4a shows a flow diagram for one trial. The subject initiated
the trial by pressing a button. After a random interval of 1.0-1.5 s,
the stimuli were displayed for 50 ms (five repeated frames at 10 ms
per frame). At the time specified by the cue delay, a tone was
sounded on the headphone for 100 ms. The frequencies of the cue
tones were 225, 600, and 975 Hz for the bottom, middle, and top
row, respectively. The time for the cue delay was measured from the
onset of the stimulus. Typically, cue delays in partial-report exper-
iments have been specified in terms of the time from stimulus ter-
mination (e.g., Sperling, 1960, and many others). Our reason for
specifying a cue delay relative to stimulus onset was that the delay
then corresponded to the time for which stimulus information was
available before a cue appeared.

Cue delay could be varied independently of the other stimulus
parameters, and the cue could occur before stimulus onset, during
the stimulus, or after stimulus termination. After the stimulus se-
quence, the subject was prompted on the screen for a typed re-
sponse. After the subject responded, the correct letters were shown
on the screen, together with the subject's response. Then the next
trial started. A response letter was scored as correct only when it was
reported in the correct serial position.

In this experimental design, it is inevitable that the low-
probability condition for one cue delay coincides with a high prob-
ability for the other cue delay. Therefore the number of observations
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Figure 3. Panel a shows a typical stimulus display. (In both Experiments 1 and 2, all letters were
white on a black background; their contrast is reversed here for better reproducibility. Subjects BF
and RS used a 3 X 4 matrix of letters; Subjects PC and BL used a 3 X 3 matrix.) Panel b shows
a mask. (Like the stimulus, the mask is shown in reversed contrast. Each component masking pattern
consists of five different letters displayed in extremely rapid succession.)

for the low-probability conditions is smaller. Performance was eval-
uated for cue delay probabilities of 0.1, 0.5, 0.9, and 1.0. The short
cue delay used was always 0 ms. The duration of the long cue delay
was chosen separately for each subject so as to achieve a perfor-
mance level that would still be better than whole report. The delay
values were 400, 800, and 1,000 ms.

Results

The data were analyzed separately for each subject. Figure
5 illustrates the results for subjects PC and BF. Table 1 sum-
marizes the data for all 4 subjects. If there is no effect of
probability of occurrence, then performance should not vary
and all data points for a fixed cue delay should fall on a
straight horizontal line. We therefore estimated slope and
intercept of the best fitting lines (in the least squares sense)
through the data.

Table 1 shows that the slopes of least-squares-estimated
lines through the data points were all negligibly small. Seven
of eight slopes were negative, and none of them was sig-
nificantly different from 0 (according to t tests at the .05
significance level).

Discussion

Three unambiguous aspects of the data lead to three sig-
nificant conclusions.

Performance in response to a low-probability long-delay
cue did not approach zero but reached asymptote at a level
typical for whole report. This means that subjects always
used nonselective transfer.

Performance in response to a low-probability short-delay
cue was not impaired compared with that in response to a
high-probability short-delay cue. We infer that nonselective
transfer did not involve any additional cost for the subject,
even on trials in which selective transfer was also used.

The finding that performance was better for short- than
long-delay cues indicates that subjects indeed used selective
transfer for short-delay cues.

Finally, with respect to experimental procedures, if sub-
jects have more than one good strategy available, the par-
ticular mixture of strategies that they use would depends on
the particular mixture of cue delays they confront. The
finding that subjects used the same strategy for short- and
at long-delay cues greatly simplified the design of Experi-
ment 2. The mixture of cue delays could be optimized for
obtaining the desired data, unconstrained by (non)effects
on subjects' strategies.

The finding that a single transfer strategy was used at all
cue delays is in striking contrast to previous observations
suggesting at least two strategies. Sperling (1960, Figure 5)
showed a subject whose short-delay-cue strategy failed
against long-delay cues and whose long-delay-cue strategy
failed to take advantage of short-delay cues. Another (fa-
mous) subject (Sperling, 1990, Figure 6) retained his short-
delay-cue strategy for too long a cue delay, thereby produc-
ing a nonmonotonic iconic decay function. The simplest
explanation for the discrepancy between the present data and
Sperling's data is that the earlier data were obtained in the
first few hundred trials with naive subjects whose perfor-
mance was clearly nonoptimal. The present data show that,
after practice, subjects acquire a single strategy that is ef-
fective for both long and short cue delays.

Experiment 2: Time Course of Iconic Memory

The results of Experiment 1 left us with two open ques-
tions: How do subjects avoid overfilling durable storage
when selective transfer follows nonselective transfer? More
generally, how are nonselective transfer and selective trans-
fer combined? To address these questions, we introduced a
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Figure 4. Panel a is a flow chart for a trial. (The three parallel streams for letters, cue, and mask
indicate that the onset times for these could be varied independently to produce any arbitrary
ordering. The mask was used in Experiment 2 only.) Panel b is a flow chart for the production of
a mask. (A sequence of five different frames is painted with 6-ms interframe intervals; the sequence
of five is repeated 20 times.)

variably delayed poststimulus mask into the partial-report
procedure.

An appropriately chosen visual postexposure masking
stimulus should have two properties: It should destroy the
contents of iconic memory but leave durable storage unim-
paired. For the destruction of iconic memory, a mask is con-
structed in such a way that when it and the test stimulus are
exposed simultaneously, the test stimulus is masked to the
point of unintelligibility (Kahneman, 1968; Sperling, 1963).
The ability to mask the test stimulus completely when it is
strongest (i.e., when it is physically present) implies that the
postexposure masking stimulus will even more effectively
mask the test after it has been weakened by decay. The ability
to leave durable storage unimpaired is demonstrated by
showing that long mask delays yield equivalent performance
to no-mask control conditions. Such a poststimulus mask
serves to limit the time for which information from iconic
memory is available for transfer to durable storage. By vary-
ing cue delay and mask delay independently in a crossed

design, we obtained estimates for the amount of transfer to
durable storage in each interval.

Figure 6 illustrates the logic of the masking paradigm in
three kinds of conditions. In the first condition (Figure 6a),
the cue occurs after stimulus onset and before mask onset.
During the interval between stimulus onset and the cue, the
subject does not know which row will be cued. Therefore,
all transfer is nonselective with respect to the cue. After
the cue has occurred, the subject switches attention to the
cued row and transfers letters selectively from that row.
We call these two kinds of information transfer from
iconic memory to durable storage nonselective and selec-
tive transfer, respectively.

Two special cases lead to pure selective and pure nonse-
lective transfer. When the mask comes before or at the same
time as the cue, only nonselective transfer occurs (Figure 6b).
When the cue comes at or before stimulus onset, subjects use
selective transfer throughout (Figure 6c). In all other cases
(Figure 6a), there is a mixture of selective and nonselective
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Figure 5. The absence of strategy effects. (Results of Experiment 1 are shown for Subjects PC and
BF. The ordinate is the proportion of correct reports; the abscissa is the probability of the long cue
delay in a block of 200 trials. The two lines in each panel are the best fitting horizontal lines to the
data for each cue delay. The vertical bars represent the standard error [± 1 cr].)

transfer. Because the cue is irrelevant to nonselective trans-
fer, the pure nonselective conditions should yield the same
results as a whole-report experiment with similarly delayed
poststimulus masks. This whole-report experiment was car-
ried out as a control condition.

Method

The general experimental methods and subjects were the same as
in Experiment 1 except for the following changes.

Subjects. Two subjects, BL and BF, who had served in the
Experiment 1, served again in Experiment 2. It should be remarked
that BF was able to report one or two items more than average from
brief visual exposures. This would place him in the upper 10-20%
of subjects in our experience. He was persuaded to serve in this
tedious experiment in our hope of discovering some other unusual
ability. However, except for a slightly higher level of performance,
his data were typical in all respects. In addition, the two other sub-
jects from Experiment 1 served for about half as many trials as BL
and BF. Their data did not differ in any important ways from those
of Subjects BL and BF and are not presented here.

Masking stimulus. In Experiment 2, a masking pattern (the
mask) was displayed at a specified mask delay, which could be
shorter or longer than the cue delay. A mask consisted of five dif-
ferent letters displayed in extremely rapid succession at each spa-
tial location, so that the letters were summed by the visual system
and could not be recognized individually (Budiansky & Sperling,
1969). All the letters comprising one frame of a mask were
painted within 6 ms, a new frame was presented every 6 ms, and
the sequence of five different frames was repeated 20 times for a
total mask duration of 600 ms. The flow diagram in Figure 4 il-
lustrates this process. The intensity of masks, measured in the
same way as the intensity of the letters in Experiment 1, was 47
cd/m2. Figure 3b illustrates a typical masking pattern. In a brief
control experiment, it was verified that recognition of a stimulus
letter was at chance when it was presented at the same time as a
mask.

Procedure. Mask delays of 100, 200, 300, 400, and 500 ms
were used in the experiment. The cue delays chosen were 0, 100,
200, 300, and 400 ms. On each trial, a cue delay and mask delay
were chosen randomly in a mixed-list design. Each subject was
tested on approximately 5,000 trials in 45-min long sessions of 200
trials each.

Table 1
The Proportion of Correctly Reported Letters as a Function of the Probability of Cue Delays in Experiment 1

Probability of cue delay

Subject/cue
delay (ms)

BF
0
1,000

PC
0
400

BL
0
800

RS
0
1,000

0.1

0.897
0.719

0.9
0.757

0.884
0.667

0.983
0.717

No. of
observations

92
64

40
40

23
19

35
23

0.5

0.905
0.648

0.887
0.743

0.916
0.581

—
—

No. of
observations

283
317

140
140

103
97

—
—

0.9

0.864
0.63

0.879
0.727

0.923
0.605

0.956
0.714

No. of
observations

736
708

360
360

181
177

244
365

1.0

0.904
0.598

0.863
0.663

0.912
0.648

0.992
0.631

No. of
observations

200
200

200
200

80
53

32
80

Slope

-0.015
-0.012

-0.026
-0.082

0.034
-0.026

-0.068
-0.06

Note. Slope data indicate the slope of a least squares fitted line through the data points.
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Figure 6. The logic behind the partial-report-plus-mask experi-
ment. (Panel a shows nonselective and selective transfer. The cue
occurs before the mask, nonselective transfer occurs before the
cue, and selective transfer occurs during the interval cue to the
mask. Panel b shows pure nonselective transfer. The cue occurs at
or after the onset of the mask. Nonselective transfer ceases after
onset of the mask; there is no resumption of transfer after the cue
occurs. Panel c shows pure selective transfer: The cue comes at or
before the onset of the stimulus.)

Whole report. In the whole-report condition, the subject was
asked to report all the letters in the display. The same mask used
in the partial-report condition was used. The whole-report practice
and test conditions were run in separate sessions after the subjects
were already practiced in the partial-report task. Data were collected
only after performances had reached asymptote.

Results

As in Experiment 1, the data were analyzed separately for
each subject. Figure 7 shows the effect of cue delay with

mask delay as a parameter. As in other partial-report exper-
iments, performance dropped as cue delay increased, con-
firming that subjects made efficient use of the cue. A strictly
monotonic decrease in proportion correct as a function of cue
delay means that using selective transfer in any time interval
yielded more correctly reported letters than did nonselective
transfer.

Figure 8 replots the data of Figure 7 with mask delay as
the abscissa and cue delay as a parameter. The effect on
performance of mask delay was also monotonic; the number
of transferred letters increased rapidly with increasing mask
delay. A monotonic increase in proportion correct with in-
creasing mask delay means that additional available time for
processing the stimulus was always useful.

Pure nonselective transfer. Figure 9 shows data for pure
nonselective transfer—all the trials on which the cue oc-
curred simultaneously with or after mask onset. Performance
increased very quickly in the first 100 ms and then reached
asymptote at around four or five letters. This indicates that
these subjects were able to read about four letters in less than
100 ms, which is at the same level that other investigators
have found (e.g., Sperling, 1963). Figure 9 also shows the
data from the whole-report procedure. Whole-report accu-
racy is slightly lower than partial-report accuracy. We assume
that this slight whole-report deficit was due to the larger
number of letters that needed to be reported. Subjects might
have occasionally forgotten a letter while reporting the ear-
lier ones. Therefore the partial-report-plus-masking proce-
dure seems to be a slightly better indicator of nonselective
transfer than whole report.

The extreme right of Figure 9 shows that whole reports
with a 500-ms mask yielded equivalent performance to that
in the no-mask control condition. This result indicates that
the masking stimulus satisfied the second condition stated for
a successful mask: It did not interfere with the contents of
durable storage.

Pure selective transfer. The subset of conditions with a
cue delay of 0, which indicate pure selective transfer, yielded
data that are superficially similar to nonselective-transfer
data when graphed in terms of the actual number of letters
reported, as shown in Figure 10. Accuracy increased mono-
tonically with mask delay. However, selective transfer took
longer than nonselective transfer to approach its asymptotic
level (approximately 400 ms vs. 200 ms). The asymptotic
accuracy level of selective transfer was much higher than that
of nonselective transfer (90% vs. 50%), indicating a partial-
report advantage. As in the case of nonselective transfer,
when a mask was delayed 500 ms, there was only a negligible
difference between mask and no-mask conditions.

An Aggregate-Row Model of Iconic Memory

Experiment 2 characterized purely selective and purely
nonselective transfer. In an attempt to explain how they both
combine in the overall transfer to durable storage, we de-
veloped a model that aggregates performance over rows.
Subsequently we found that although the model gave ex-
cellent predictions of the present data, it left some serious
residual problems. To resolve these, we developed a more
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Figure 7. Accuracy of partial reports as a function of cue delay, with mask delay as the parameter:
Experiment 2. (The ordinate indicates the proportion of correctly reported letters. The right ordinate
indicates the corresponding number of letters transferred to durable storage. Each data point
represents 150-250 trials. Panels indicate data for Subjects BL and BF: BL viewed 3 x 3 displays,
and BF viewed 3 X 4 displays [Rows X Columns]. The curves drawn through the data points are
the best fitting predictions of the two-process aggregate-row model described in the text.)

complicated model in which each row is considered sepa-
rately. The formulation of the aggregate-row model is pre-
sented in this section.

Basic Assumptions: Additivity of Nonselective and
Selective Transfer

Both selective and nonselective transfer contribute to the
overall performance. In Experiment 2, only the contribution
made by nonselective transfer was directly observable. The
contribution of selective transfer could be observed only in
the absence of nonselective transfer, that is, when selective
transfer started immediately at stimulus onset with a cue
delay of 0. We now estimate selective transfer at nonzero cue
delays. We proceed by making an assumption about the com-
bination rule for selective and nonselective transfer. This as-

sumption allows us to subtract nonselective transfer from
overall performance to derive selective transfer at various
cue delays.

The simplest combination rule is additivity of the two
transfer processes. (Averbach & Coriell, 1961, made a dif-
ferent assumption, which is considered in the Discussion.) To
implement additivity of transfer processes, we make the fol-
lowing assumptions, (a) Letters are transferred nonselec-
tively from stimulus onset on until the cue comes, (b) Se-
lective transfer begins at onset of the cue and ends at onset
of the mask, when all further information transfer out of
iconic memory stops, (c) The total number of letters trans-
ferred is the sum of both transfer processes. Specifically,
given a cue at time c and a mask at time m, the total number
of letters, LCi m, transferred from the cued row is the sum of
the number of nonselectively transferred letters from the
cued row, (Vs) NCi m, and the number of selectively transferred
letters from the cued row, 5C m:
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r =
^ m

(1)

The factor Vs express the fact that because there are three
equally likely cues, only one-third of the nonselectively
transferred letters are expected to be in the cued row. To apply
Equation 1 to our data, we note that we already know two
of its three components. If we assume, for the moment, that
all letters that are transferred from iconic memory to durable
storage are reported, then the partial-report data directly yield
the total reported letters, Lc m. Partial reports made when the
cue occurs simultaneously with or after the mask give the
pure nonselective component, l/3NCi m(c> m), the analysis
illustrated in Figure 9. The difference between Lc m and
V-iN^ m is the selective transfer, Sc% m.

Figure 11 shows the values of selective transfer derived
from our data. Note that the only difference between Figures

8 and 11 is that the nonselective transfer component has been
subtracted from overall performance. All the curves for se-
lective transfer appear to be parallel, shifted vertically. This
implies that only one factor determines selective transfer—
time elapsed since stimulus onset. Selective transfer that be-
gins, for example, 200 ms after stimulus onset will transfer
just as many items in the time period from 200 to 500 ms as
selective transfer that began at 0 ms. Because the rate of
selective transfer depends only on the elapsed time since
stimulus onset, it directly reflects the quality of the stimulus
information.

To test the assumption of additivity, we fit the best set of
perfectly parallel curves to our data. We do not make any
assumptions about the form of the selective or nonselective
transfer curves. The solid line segments in Figure 11 all de-
rive from a single curve that has been translated up or down.

3
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500 100 200 300 400
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Figure JO. Pure selective transfer as a function of mask delay. (The filled symbols show the
proportion of correct partial reports on trials on which the cue occurred at stimulus onset [Figure 6c].
The solid line shows the prediction of the aggregate-row model of iconic memory. The horizontal
bar on the right border shows observed performance in a partial-report experiment without masks
and a cue delay of 0. The solid line shows the predictions of the model described in Equation 14,
averaged over the three rows.)
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Figure 11. Test of the additivity assumption in the aggregate-row model. (The curves are based on
Figure 8—accuracy of partial reports as a function of mask delay, with cue delay as the parameter.
Cue delays are in milliseconds: Filled circle = 0, open circle = 100, filled square = 200, open
square = 300, triangle = 400. The assumption of algebraic additivity of transfer [Equation 2]
permits the subtraction of the estimated nonselective component of transfer [Figure 9] from each
curve of Figure 8 to yield the residual selective transfer. The symbols show observed values of
residual selective transfer after various cue delays. The solid curves show the predictions that are
based on vertical translations of a single generic selective-transfer curve [e.g., delay 0]. The form
of the generic selective-transfer curve was estimated from the data.)
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The assumption of additivity holds well for our data. The
root-mean-square error is 0.016 for subject BL and 0.023 for
subject BF.

Some Parametric Assumptions

The pure information transfer functions for the nonselec-
tive transfer process in Figure 9 and the selective transfer in
Figure 10 can both be approximated by simple exponential
growth functions of the form

-exp(-f/T)], (2)

where C is the asymptotic level of performance, and i is the
time constant of the growth process at an/(t) of 63% of C.

We denote nonselective transfer as NCi m(t), and selective
transfer as SCi m(t). The indices remind us that transfer may
depend not only on t, but also on the specific values of the
cue delay, c, and the mask delay, m. For pure nonselective
transfer, the cue comes after the mask, and we obtain

~ exp(-//TN)], c ̂  m, (3)

where CN is the capacity of durable storage and TN is the time
constant for nonselective transfer. Figure 9 shows Equation
3 with the constants chosen to optimize the fit to our data.
The deviations of data from theory are very small.

Purely selective transfer occurs when the cue comes at (or
before) the stimulus onset. Similarly to Equation 3, we obtain

Sn m(f) = Cs [1 - exp(-t/rs)]. (4)

In Equation 4, Cs is the maximum number of letters the
subject can transfer from one line. In general, Cs will be very
close to the number of letters in one line. However, Cs has
to be estimated because subjects are not perfect, and they
occasionally miss a letter even in the easiest conditions. The
time constant for selective transfer is ^s.

Figure 10 shows the best fit of Equation 4 to our data for
selective transfer. Again, deviations between the theory and
the data are small. From Figures 9 and 10, we see that the
growth rates of nonselective and selective information trans-
fer curves are quite different, reflecting their different time
constants, TN and TS.

Selective transfer for cue and mask delays with c :£ m
occurs only during the interval from c to m:

Sc m(t) = S0 m(t) - S0 c(t). (5)

Of course, SCi m(t) is 0 whenever c ^ m. The total number
of letters available for report in the cued row as a function
of time is given by a generalization of Equation 1:

Lc m(t) = Sc m(t) + 1ANC m(t). (6)

The total number of letters available for whole reports is
simply MX, „.

A final complication is that the time a subject needs in
order to interpret the cue may be greater than zero. To admit
this possibility, a parameter rq, the cue interpretation time, is
included in the model as an offset parameter, substituting c
+ Tq for c in Equation 6.

Figure 12a summarizes the descriptive model. Two cu-
mulative functions, Nc_ m(t) and 5C. m(t), describe informa-
tion transfer from iconic memory to durable storage. Before
occurrence of a cue, transfer is governed by NCi m(t); after the
cue, by SCi m(t). It is useful to think of the cue as a switch that
toggles between the two transfer rates.

Predictions for a partial-report-plus-mask experiment are
represented in Figure 12b. The number of letters available for
report follows the trajectory to CN until the occurrence of a
cue. It then follows the trajectory described by 5C „(/). After
the onset of the poststimulus mask, the predicted trajectory
is flat.

Figure 12b shows that the cue is predicted to help most
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Figure 12. Panel a is a block diagram of the two-process aggre-
gate-row model of iconic transfer. (The first box indicates iconic
memory with a capacity Cs decaying with time constant TS after a
brief stimulus presentation. The partial-report cue, after delay rq,
causes a shift from an initial nonselective transfer [TN] to selective
transfer [TS] into durable storage. All transferred items are added in
durable storage; its apparent capacity CN varies slightly depending
on whether it is determined from partial or from whole reports [see
Figure 9].) Panel b illustrates the computation in the two-process
model. (Dotted curves show selective and nonselective transfer.
Before the cue, transfer is nonselective and proceeds at rate CN/TN

to asymptote CN. After the cue, transfer is selective at rate CS/TS to
asymptote Cs. The arrows indicate that in effect, the generic se-
lective transfer curve is joined to the generic nonselective curve at
the moment in time that the cue takes effect.)

when given within 100 ms of the stimulus onset. In the first
100 ms, the cumulative transfers NCi m(t) and 5C> m(t) differ
only slightly. After 100 ms, NCi m(t) reaches its asymptote,
whereas SCj m(t) continues for at least another 300 ms.

Parameter Estimations and Fits to the Data

The curves in Figure 7 show the fit of the complete model
to the data of both subjects. The model accounts for 96% and

97% of the variance in the data for Subjects BL and BF,
respectively. The root-mean-square errors are 0.089 and
0.095, respectively.

The same subjects served in an earlier partial-report ex-
periment, similar to Experiment 1 but without poststimulus
masks. These earlier data can be fit by the model derived
from Experiment 2 without estimating any new parameters.
Figure 13 shows the partial-report-without-masking data and
the model predictions. The parameter values were estimated
from the experiment using masks. The fit obtained this way
does not deviate significantly from the data. The dashed lines
in Figure 13 show the contributions of nonselective transfer.
The model indicates that, after stimulus termination, selec-
tive transfer decreases much faster than one might expect
from the relatively slow decay in partial-report superiority.

Table 2 summarizes the parameter estimates for Subjects
BF and BL. Two sets of estimates are shown. One set, already
described, was derived from the subsets of the data that pro-
vided the pure nonselective transfer and the pure selective
transfer analyses illustrated in Figures 9 and 10. A second set
of parameters was estimated from the complete data of the
partial-report-plus-masking experiments. The comparison of
these estimates is an indicator of the overall consistency of
the model, which is quite good.

For each subject, the nonselective capacity parameters,
CNs, are very similar in the three relevant data sets: the full
partial-report-plus-masking data set, the cue-after-noise sub-
set, and the whole-report data set. The capacities are five
letters for BL and seven letters (well above normal) for BF.

The nonselective capacity estimate CN is effectively equal
to 3, the number of letters in one row for BL. It is about
5-10% less than 4 for BF, who was shown four-letter rows.

The time constants for selective and nonselective transfer,
TS and TN, are quite different from each other. Selective trans-
fer continues to rise steadily until after 200 ms, whereas
nonselective transfer asymptotes quickly after 100 ms. Both
subjects have similar time constants, although their capac-
ities differ.

For both subjects, the time rq necessary to interpret the cue
is estimated to be 0 or slightly negative.

The speed of the transfer processes is determined by dif-
ferentiating Equation 2. This results in

f ' ( t ) = C/Texp(-r/T).

For t = 0, Equation 7 reduces to

/'(O) = C/T.

Enigmas

(7)

(8)

Computation of the initial transfer rates immediately at
stimulus onset, S'(0) and N'(0), shows that nonselective
transfer has a much higher rate. Seventy and 45 letters/s are
transferred nonselectively for subjects BF and BL, respec-
tively, and only 27 and 15 are transferred selectively. Note
that the nonselective transfer rates are based on the total
number of letters transferred into durable storage, not merely
on the letters in the cued row. In the aggregate model, it is
not obvious why the actual speed of nonselective and se-
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Figure 13. Data from a partial-report experiment without masks. (The open symbols show the
proportion correct for various cue delays. The solid line shows the predictions of the two-process
aggregate-row model. The dashed curve indicates the estimated component of performance resulting
from nonselective transfer. The distance from the dashed line to the solid line [partial-report
accuracy] represents the estimated contribution of the selective transfer process.)

lective transfer should appear to differ by so much; this issue
is addressed in the row-by-row model, presented later.

It also is surprising that the estimated time the subject
needs to interpret the cue rq is essentially zero. Experiments

Table 2
Best Fitting Parameter Values for the Aggregate-Row
Model (Partial Report With Masking) and for Data
Subsets That Yield Estimates of Pure Selective and
Pure Nonselective Transfer in Experiment 2

Experiment C r1

S LN TS TN «q rms error

Subject BF

Selective
Nonselective
Combination
Overall
Partial report
Whole report

3.58 —
— 7.08
— —

3.82 7.35
— —
— 6.3

130.0 —
— 99.9
— —

191.1 114.31
— —
— —

—
-16.62

—
-12.5

—
—

0.073
0.021
0.023
0.095
0.049

—

Subject BL

Selective
Nonselective
Combination
Overall
Partial report
Whole report

— 4.75
— —

2.98 5.0
— —
— 5.0

158.9 —
— 104.79
— —

197.5 110.4
— —
— —

8.47
0.29
—

-13.6
—
—

0.120
0.032
0.016
0.089
0.016

—
Note. Cs and CN represent attentional capacities, respectively, of
selective and nonselective transfer, with units in letters; ^s and rn

represent time constants of selective and nonselective transfer,
with units in milliseconds; rms is root mean square. Selective and
nonselective experiments the parameters were estimated from sub-
sets of the data that did not require using the additive combination
rule. In the combination experiment, the combination rule that
estimated only additivity, not any of the parameters, was listed. In
the overall experiment, the complete model for Experiment 2 was
tested. In the partial-report procedure, the partial-report-plus-mask
parameters were used to predict the data from an earlier partial-
report-without-mask experiment. The whole-report experiment en-
tailed simply observation of subjects' performance. No parameters
were estimated. A dash indicates that a parameter could not be
estimated for a particular condition.

by Reeves and Sperling (1986) using visual cues showed that
a spatial shift of visual attention took 300-400 ms. Sperling
and Weichselgartner (in press) used a click in a go/no-go
attention shift experiment that required only turning on at-
tention, not actually shifting it in space. They found a modal
switching time of about 100 ms. Our tonal cues, which re-
quired a three-choice reaction and a spatial shift of attention,
would certainly be expected to have a much longer attention
shift latency. These enigmas suggest the need for more com-
plex analysis, which we provide in the next section by an-
alyzing the data separately for each row.

Position Effects

Partial-Report Accuracy by Row, Cue Delay,
and Mask Onset Time

The probability of correct partial reports as a function of
mask delay with cue delay as a parameter is displayed in
Figure 14. Each panel shows data for a different row of the
display. Partial reports of the middle row differ from reports
of the top and bottom rows, and we consider the middle row
first. Almost always, subjects report the middle row perfect-
ly. Even in the hardest conditions (short mask delay and long
cue delay) subjects report 80% of the middle-row letters cor-
rectly. Except for the earliest mask at 100 ms, all the other
middle-row curves appear equal at a performance level of
about 95% correct. There is no apparent iconic decay for the
middle row. Obviously, the transfer to durable storage of
letters from the middle row is nonselective, and in this the
middle row differs from the other rows.

For the top and bottom rows, performance decreases from
near perfect in easy conditions to near chance in the hardest
conditions. Because nonselective transfer determines the as-
ymptotic performance at long cue delays, the data for the top
and bottom rows indicate there is much less nonselective
transfer (and correspondingly more selective transfer) from
these rows than from the middle row.
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Figure 14. Accuracy of partial reports as a function of mask delay, with cue delay as a parame-
ter, shown separately for each of the three stimulus rows. (Cue delays are in milliseconds: Filled
circle = 0, open circle = 100, filled square = 200, open square = 300, triangle = 400. Top, Mid-
dle, and Bottom denote the stimulus rows. BL and BF denote the subjects. Each data point repre-
sents the proportion correct in 50-100 trials. Note the large and highly significant performance
differences between the rows. The curves are predictions of the nine-parameter attentional model
[Equations 12-14], with parameters given in Table 3.)

Selective and Nonselective Transfer by Row

To estimate the amount of nonselective transfer, we con-
sider the subset of data with cue onset at or after mask onset
(as in Figure 9). Figure 15 shows nonselective transfer for the
three rows. For both subjects, the middle row rises to a high
asymptotic level within the first 100 ms. The other rows rise
slowly and reach generally lower asymptotic levels.

Nonselective transfer: Strategy mixture versus pure strat-
egy. To account for the subjects' good performance on
the middle row in the nonselective transfer data, we con-
trast two possibilities: a trial-to-trial variation of transfer
strategy (which, over a series of trials, most often favors
the middle row) and a consistent strategy that favors the
middle row on every trial. Suppose that, prior to the stim-
ulus exposure on each trial, subjects preselected a particu-
lar row to transfer nonselectively immediately following
the exposure. Suppose that from trial to trial, they switched
their preferred rows, but on the average, they most often
chose the middle row. In this strategy, we would expect to
find some trials for the top and bottom row on which the

subjects' performances were perfect or nearly so. This is
not the case, however. Of the trials on which the cue indi-
cated a report of the top or bottom row, fewer than 2% of
the reports had all letters correct (compared with 70% for
the middle row). From this, we infer that subjects did not
switch between rows and that the consistent preference of
the middle row in nonselective transfer is responsible for
its higher nonselective transfer rate. Indeed, most of the
letters reported in the nonselective conditions come from
the middle row.

On the other hand, in the conditions that favor selective
transfer, the proportions with which the different rows are
sampled are nearly the same. This explains why the aggregate
model yielded faster rates of letters actually entering durable
storage for nonselective than for selective transfer: Nonse-
lective transfer sampled mostly the fast middle row, whereas
selective transfer provided an almost equal mixture of all
three rows.

Selective transfer. Figure 16 shows pure selective trans-
fer estimated (as in Figure 10) from trials on which
the cue occurred simultaneously with the onset of the
test flash. For the middle row, selective transfer yields the
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Figure 75. Pure nonselective transfer as a function of mask delay for each of three stimulus rows
and 2 subjects. (The data points are the proportion of correct partial reports on trials in which the
cue occurred at or after mask onset [Figure 6b]. Circles indicate the top row, triangles indicate the
middle row, and squares indicate the bottom row. The solid curves are predictions of the nine-
parameter attentional model [Equation 12], with parameters given in Table 3.)

same apparent growth curve as nonselective transfer. Note
that, for both subjects, selective transfer for the top and bot-
tom row reaches almost perfect performance at the longest
mask delays. This indicates that the information in the stim-
ulus is still available at these long delays. Therefore, it is also
available for nonselective transfer. The finding that nonse-
lective transfer reaches asymptote at a lower level for the top
and bottom rows must then be a consequence of a capacity
limitation. There is a suggestion in the data that the cumu-
lative selective transfer from the top and the bottom rows is
an S-shaped function of time. This would mean that the
transfer rate was slow in the beginning, reached a maximum
value at intermediate times, and finally declined again to
zero. A slow start suggests a delayed shift of attention; the
slow final rate almost certainly indicates that the iconic im-
age has decayed to illegibility.

The additivity assumption of Equation 1 that yielded se-

lective transfer by subtracting out the nonselective transfer
can be applied to the row data to obtain the selective transfer
for each individual row. The results are shown in Figure 17.
We keep parallelism as a working hypothesis because it ac-
counts for 99% of the variance of the data for both subjects.

Manifestations in the data of attention to a stimulus row.
We assume that partial attention to a row slightly improves
selective transfer of letters from that row relative to nonse-
lective transfer and that complete attention to a row maxi-
mally facilitates selective transfer. Consider a graph of pro-
portion correct versus mask delay with cue delay as the
parameter (Figure 14). The earliest mask delay at which data
from two cue delays, c i and Ci diverge indicates the point at
which the states of attention induced by c\ and c2 are suf-
ficiently different to affect selective transfer. For example,
consider cues that indicate the bottom row, and suppose
C j = 0 and c2 = 100 ms. In Figure 14, the data for c, = 0
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Figure 16. Pure selective transfer as a function of mask delay for each of three stimulus rows and
2 subjects. (Data points are the proportion of correct partial reports on trials in which the cue
occurred at stimulus onset [Figure 6c]. Circles indicate the top row, triangles indicate the middle
row, and squares indicate the bottom row. The solid curves are predictions of the nine-parameter
attentional model [Equation 13], with parameters given in Table 3.)
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Figure 17. Selective transfer after prior nonselective transfer. (The curves are based on the same
data as Figure 14—accuracy of partial reports as a function of mask delay, with cue delay as a
parameter. Cue delays are in milliseconds: Filled circle = 0, open circle = 100, filled square = 200,
open square = 300, triangle = 400. The estimated amount of nonselective transfer has been
subtracted [as in Figure 11] to yield the residual selective transfer. The symbols show estimated
values of residual selective transfer after various cue delays.)

first break away from the data for other cs when m = 100,
and the cj = 0 data are completely separate when m = 200.
A mask occurring 100 ms after Ci means there is no further
transfer from the stimulus after 100 ms. For the data obtained
with cj in this condition to differ from the other c, implies
that the cue must have acted to alter attention within 100 ms.
Alternatively, we would have to reject our previous assump-
tion that the mask terminates stimulus availability.

Figure 14 shows that, for the middle row, there is no clear
divergence of data for different cue delays and therefore no
evidence that attention does or does not affect transfer of the
middle row. However, transfer from the top and bottom rows
is obviously quite affected by attention. The data for cue
delay c in Figure 14 tends to break upward from the pack of
longer cue delays as soon as m > c. This indicates that our
cues induce a measurable change in attentional state imme-
diately after their occurrence.

The other aspect of the performance-versus-mask-delay
data (Figure 14) that we have already dwelt on at length is
the parallelism of the curves for different cue delays onward
from the moment m > c (Figure 17). Parallelism indicates that
the state of selective attention is the same for all the con-

ditions represented in the parallel curve sections. In other
words, not only does attention switch quickly once the cue
arrives, but it switches completely. If it did not switch all at
once, then an early cue, ci, would have produced a greater
attentional shift to the indicated row at a subsequent time, t2

than a cue, c2, that did not occur until t2. In that case, transfer
measured at ?2 would be faster for cj than for c2, and the
parallelism in the data of Figure 17 would be violated. Be-
cause the data are effectively parallel, we also have to assume
that within the context of our assumptions, attention shifts
quickly and completely. These assumptions are formalized in
the next section.

Attentional Model of Transfer From Iconic Memory
to Durable Storage

Assumptions

To account for the analysis of partial-report-plus-masking
data separately by rows, we generalize the aggregate model
of Figure 12a in a natural way, as illustrated in Figure 18. In
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Cs

Figure 18. Illustration of the attentional model of iconic memory
transfer processes. (As in the aggregate-row model, before the cue,
the initial state of attention determines nonselective transfer from
iconic memory to a durable store. CN ], CN 2, and CN 3, respec-
tively, indicate the relative amounts of attention allocated to the
top, middle, and bottom rows before the cue. The row-dependent
retinotopic component of iconic transfer rate is illustrated by the pr

functions, which begin with stimulus onset. In response to a cue to
report Row r, subjects shift attention instantaneously from its
initial state to one of the three postcue states indicated by Cs. The
actual transfer rate is the product of CNt rPr(t) before the cue and
CsPr(t) afterward.)

the aggregate-row model, nonselective transfer and selective
transfer were each characterized by a two parameters, their
rate and the total capacity. Now these processes are made
more explicit in terms of the states of attention they represent.
Each state of visual attention is characterized by a spatial
function that represents the allocation of attentional re-
sources over space (Sperling & Weichselgartner, 1991) and
a separable temporal function that represents the time period
during which the spatial function reigns. Thus, nonselective
transfer represents the default state of attention that exists
from the beginning of the trial until the cue is received and
interpreted. The spatial allocation of nonselective attention
is described by three numbers (CNi r, r = 1, ... 3) that rep-
resent the capacity (in letters) of durable storage allocated to
the top, middle, and bottom rows of the display. The single
number of the aggregate-row model that described the ca-
pacity of durable storage for nonselectively transferred let-
ters was CN = S,- CNi r-

After the cue is received and interpreted, one of three states
of selective attention occurs. Each state is characterized by
Cs, the capacity allocated to the cued row (top, middle, or
bottom) and by 0.0 capacity allocated to the other rows (Fig-
ure 18).

In the aggregate-row model, the two speeds of transfer
from iconic memory to durable storage (nonselective and
selective) were parameterized by their own time constants,
TS and TN in Equation 7. In considering rows individually, it
is obvious that all transfers are much quicker from the middle
row and that three parameters, ar, r = 1, ... 3, are needed
to characterize the temporal differences between transfer
rates from the three different rows. The exact temporal wave-
forms cannot be determined directly from our data. A math-
ematically tractable formulation that has useful properties is

given by inserting a term (t/r)ar~' to the time-dependent trans-
fer of Equation 7, resulting in the time-and-row-dependent
transfer

f'(t, ar) = Cr(f/T)"T"' exp( — t/r). (9)

The constant Cr is a capacity allocated to row r.
We assume that the differences between nonselective and

selective attention are completely captured by the spatial al-
locations of attentional capacity Cr, so that one set of row-
dependent weights, ar, suffices for all states of attention.
Because the ar depends on spatial location (the row) and does
not depend on attention, it represents the intrinsic processing
efficiency of a retinal location.

We wish to test our assumption that a single parameter
suffices to describe the overall transfer rate of both selec-
tive and nonselective attention. Therefore, in parameter es-
timation, we estimate two overall rate parameters, one for
selective and one for nonselective attention, to determine
whether these unconstrained rate estimates indeed are
similar.

Computational Model

Following Reeves and Sperling's (1986) attentional gating
model, it is reasonable to assume that the transfer rate from
a location, r, is determined by the product of two factors: (a)
the availability (legibility) of stimulus information at r and
(b) the amount of attention allocated to r. Availability at a
location is determined by iconic buildup and decay, and it is
parameterized by exponent, a^ of Equation 9 combined with
the exponential terms. Attentional allocation is parameter-
ized by the capacity allocation, Cr. Equation 9 represents this
product. Unfortunately, transfer mode appears implicitly in
the time constant, T, of Equation 9. This means that attention
allocation (which determines transfer mode) would be in-
extricably intertwined with iconic availability if TN and TS

were to differ appreciably.
Cumulative transfer in an interval [0, m] is given by in-

tegrating over Equation 9. For simplicity, we change the vari-
able of integration, giving

SO.M -r-> 0

(10)

By appropriately normalizing the exponential terms in Equa-
tion 10, we can convert Equation 10 into an attentional ca-
pacity (C, scaled in letters) multiplied by the well-known
incomplete gamma function, P(a, x), 0 < P(a, x) < 1:

P(a,x) =
g (f) f l- 'exp(-f)<ft
^ (?)<-'exp(-r) A ' (11)

In subsequent use, x will take four values: C/TN, C/TS, W/TN,
and m/TS, representing the intervals from exposure onset
to the cue and the mask, respectively, in units of the time
constants of nonselective (TN) and selective (TS) transfer.
For a = 1, Equation 9 simply reduces to Equation 7. Values
of a between 0 and 1 lead to an accelerated expo-
nential growth function for P(a, x). Values higher than
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1 lead to S-shaped delayed growth.
Equation 9 plays the same role in the row-by-row model

as Equation 7 did in the aggregate-row model. It can be
interpreted as representing the time course of the iconic im-
age at each row location weighted by attentional allocation.
To help the reader's intuition in following the exposition of
the computational model, we show the iconic time course
functions for three rows in Figure 18. The instantaneous
transfer rate, pr(t) = t"~l e~', is the derivative of the cumu-
lative transfer, P(a, x), given in Equation 11. As Figure 18
indicates, the rise time for the middle row is too fast to be
observed in our experimental conditions; however, the mid-
dle row decays with what appears to be a familiar, mono-
tonically decreasing function. The top and bottom rows rise
before they decay. We defer to later the question of whether
these top- and bottom-row functions truly represent the rise
and decay of iconic memory. (Alternatively, they might rep-
resent a property of a model in which the absence of inde-
pendent measurements of attention insufficiently constrains
the partition of transfer rates into legibility and attentional
components.)

The following equations summarize the model. Equation
12 describes the cumulative nonselective transfer that takes
place from the onset of the stimulus until either a cue or a
mask occurs. It is the product of terms representing two fac-
tors: attentional allocation, C, and retinotopic/stimulus fac-
tors, P:

Nr.c.m = CN_rP(ar, C'/TN), c' = min(c, m). (12)

The function P implies different transfer dynamics for each
of the three rows r. Relative to the middle row, transfer from
the top and middle rows is both delayed and slower. Because
delay and slowness are perfectly correlated, both are cap-
tured by the parameter ar.

There is a limit to the total number of letters that can be
transferred from iconic to durable storage. How the subjects
allocated space in durable storage to particular rows so as to
optimize their performance is a matter that we did not attempt
to control. Therefore, a parameter CN, r is needed for each
row to describe the maximum number of letters of durable
storage allotted to it (i.e., the default allocation of attention
prior to the cue). Finally, the overall rate of nonselective
transfer is determined by the time parameter TN.

Equation 13 describes selective transfer. In this formula-
tion, selective transfer begins instantly at the onset of the cue
and ends instantly at the onset of the mask:

= Cs(P(ar, m/rs) - P(ar, C/TS)], m c. (13)

The cumulative transfer to durable storage depends on the
integrated product of available information and attention
(Reeves & Sperling, 1986). Available information is repre-
sented here by P(a, x), which, for the special case of TN =
TS depends only on elapsed time since onset of the stimulus.
Attention is represented by the currently operative set of Cr
capacity values. Attention depends only on elapsed time
since the onset of the cue. Therefore, when TN = TS, iconic
time course and attention are independent.

Equation 14 expresses that the total number of letters trans-
ferred to durable storage from each row r is the sum of the

nonselective and selectively transferred letters from r. It gen-
eralizes Equation 1 of the aggregate model:

Lrrm = Nrrm + Srcm. (14)

Parameter Estimates and Their Interpretation

Best fitting parameters were estimated for Equations
12-14 by means of an optimization program (PRAXIS; see
Brent, 1973; Gegenfurtner, 1992), using the partial-report-
plus-masking data of Experiment 2. The results of parameter
estimation are summarized in Figure 14 and Table 3. The
model's predictions correlate very well with the data: r2 =
.98 and .95 for the 2 subjects. The predicted average selective
and nonselective transfer for the three rows is almost iden-
tical to the predictions of the aggregate-row model (see Fig-
ures 9 and 10). Therefore the row-by-row model (without
additional parameters) also predicts the data from the whole-
report experiment and from the partial-report experiment
without masks.

The time constants TS for selective transfer and TN for
nonselective transfer are now both approximately 100 ms,
indicating that each transfer process completes in about the
same time. However, the actual transfer rates Cr/r depend on
the row capacity. The aggregate-row model's capacity for
nonselective transfer, CN, is now split up into the three CNj ̂ .
This set of rates defines the initial default attention state prior
to the cue. The high rate for the middle row indicates that the
default attention state is primarily focused on the middle row.
When a cue is received and interpreted, attention is shifted
to the cued row, and the transfer rate is determined by the
iconic legibility of that row,/'(f, ar) (Equation 9). In fact,
the selective capacity, Cs, is virtually the same as in the
aggregate-row model and nearly equal to the number of let-
ters in the row. In effect, the model assumes that once at-
tention is shifted away from the center row to the top or
bottom row, it is as effective at the top or bottom row as it
was in the center, and any difference in performance must be
accounted for by differences in iconic legibility.

Parallel versus serial process in nonselective transfer.

Table 3
Best Fitting Parameter Values for the Model That
Takes Differences Between Rows Into Account

Row Cs CN T= TN a

Top
Middle
Bottom

Top
Middle
Bottom

3.72
3.72
3.72

2.85
2.85
2.85

Subject BF
2.87 115
3.21 115
1.31 115

Subject BL
0.85 109
2.78 109
1.59 109

82
82
82

97
97
97

1.39
0.38
2.27

2.25
0.50
1.97

Note. Cs and CN represent attentional capacities, respectively, of
selective and nonselective transfer, with units in letters; TS and rn

represent time constants of selective and nonselective transfer,
with units in milliseconds; a is a pure number (Equation 12) that
represents attentional dynamics.
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The ar parameters represent the dynamics of buildup
and decay of iconic legibility at the retinal locations r.
They represent the availability of information from a
particular row regardless of whether it has been cued. In
fact, some time after stimulus termination (100 ms for
Subject BF, 200 ms for Subject BL; see Figures 15 and
17) the slopes of the nonselective transfer functions for
the top and bottom rows in Figure 15 are still as steep or
again become as steep as the initial slopes. This means that
after 100 or 200 ms, the availability of information from
these rows is as well as or better than it is immediately after
stimulus termination.

One interpretation of the delayed availability of informa-
tion from the top and bottom rows in nonselective transfer
is that iconic legibility builds up slowly but approximately
simultaneously in these noncentral rows. An alternative ex-
planation is based on serial processes. Prior to a cue, subjects
preprogram their attention to move away from fixation at
about the time they expect to have completed transfer of the
middle row to durable storage. Then they shift attention ran-
domly to either the top or bottom row. This would result in
an apparent delay in the availability of information from the
top and bottom rows. If subjects were indeed shifting atten-
tion on nonselective report trials, it would greatly complicate
the analysis of the attentive and iconic components of per-
formance. The present data do not discriminate well between
these alternatives.

Attention and the iconic time course are inextricably
bound by multiplication in Equation 9: Only the product of
attentional allocation and iconic availability determines per-
formance. The model is a powerful computational device, but
without an independent verification of the attentional state
(or iconic availability), it is not a sufficiently precise tool to
dissect unambiguously the attentional and iconic compo-
nents of performance.

A comparison of the estimated values of a i and 03 in Table
3 shows that the 2 subjects' iconic time courses are different
in the top and bottom rows, with BF favoring the top row and
BL the bottom row. Because these effects occur in both non-
selective and selective attention, the model assigns them to
the iconic time course. However, a more plausible interpre-
tation would suggest that they represent tendencies, or biases,
to shift attention up or down. According to this interpretation,
in response to a cue, BF shifts his attention faster to the top
row than the bottom row, and for BL it is just the reverse.
These biases in selective transfer mirror the subjects' bias in
nonselective transfer.

Although the model assumes that nonselective transfer
reflects a single initial attentional state, closer examination
of the data suggests that subjects first transfer letters from
the middle row and then fill up the remainder of durable
storage using nonselective transfer from the other rows.
That is, even nonselective transfer ultimately may have to
be modeled as consisting of two or more attentional states,
an initial state of attention to the middle row, followed by
attention to either the top or bottom row. Although this
precision of description is necessary for the accurate parti-
tion of the components of performance (iconic decay, at-
tention), it is not necessary from a purely computational

point of view. The model accounts nicely for all the enig-
mas that remained after the aggregate-row model and pro-
vides a framework for dealing with the few problems that
remain.

General Discussion

The present data show the critical importance of nonse-
lective transfer in iconic memory experiments. By decom-
posing performance into selective and nonselective transfer
and subtracting nonselective transfer from the total transfer,
we were able to isolate the selective component that depends
on the stimulus decay and attentional shifts. This isolation of
the two transfer processes was made possible by using a
completely crossed design of cue delay and mask delay. This
crossed design differs from previous investigations with
poststimulus masks (e.g., Averbach & Coriell, 1961; Irwin &
Brown, 1987), in which only one mask or cue delay was used
or cue and mask delay were correlated.

With respect to theory, we consider the three previous
computational treatments of information transfer from
iconic memory to durable storage. The earliest model
(Averbach & Coriell, 1961) is extremely simple because it
was developed for a more restricted paradigm. It proposes
both a selective and a nonselective transfer process, but it
embodies an assumption about probabilistic independence
between these two processes that is strongly contradicted
in our larger data set. Rumelhart's (1970) model is quite
similar to ours. It fails because it embodies an incorrect as-
sumption about subjects' strategies and another about
memory capacity limits. These two models, and ours, share
the common theme of two transfer processes. The third
model (Loftus et al., 1985) derives iconic decay properties
from a single nonselective transfer process. With respect to
nonselective transfer and iconic decay, there is consider-
able agreement between Loftus et al.'s theory and ours, al-
though their theory is not intended to confront the two
transfer process issues that are our primary concern. In the
next three sections, we consider these models in more de-
tail. Then we briefly review noncomputational suggestions
about iconic transfer processes.

Probabilistic Independence of Nonselective
and Selective Transfer

Averbach and Coriell (1961) did a partial-report experi-
ment in which the stimulus was two rows of 8 letters and
the required partial report was a single letter. A visual cue
("bar marker") appeared above or below the required let-
ter. Total transfer was determined in a partial-report exper-
iment with a cue to report 1 of 16 possible letters. Nonse-
lective transfer was estimated from report accuracy when
the cued letter was masked with a concentric annulus. Se-
lective transfer was estimated by correcting total transfer
for the nonselective component. Because Averbach and
Coriell's annulus was an effective letter masker only when
the annulus occurred after a letter, and not when it oc-
curred simultaneously, they ignored the data of the initial
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parts of their masking curves. However, their experimental
results are generally similar to ours, even though the ex-
perimental conditions are quite different. Overall, perfor-
mance was higher for our subjects.

Averbach and Coriell (1961) proposed the following
combination rule. Their basic unit of analysis was a single
letter, which could be transferred either selectively or non-
selectively. They regarded the two transfer types as inde-
pendent processes. Both transfers contribute probabilisti-
cally to the proportion of correctly reported letters, much
as in Rumelhart's (1970) model. Averbach and Coriell
found huge performance differences for different letter po-
sitions but decided to ignore them and average their data.
Moreover, they did not vary mask and cue delays indepen-
dently, so they were severely limited in what they were
able to do with their data and theory. For example, they
were noncommittal about whether nonselective transfer
ends when the cue occurs, about whether selective transfer
begins immediately upon cue onset, and about other issues
related to the underlying processes.

Averbach and Coriell's (1961) model is analyzed as fol-
lows. Each letter has a certain probability of being transferred
by either process. Denote the event of a nonselective transfer
with N, the event of a selective transfer with S, and the event
of any kind of transfer with T:

P(T) = P(N) + (1 - P(N))P(S).

It then follows that selective transfer is given by

P(S) = (P(T) - P(N))I(\ -

(15)

(16)

Equation 16 expresses the idea that two processes contribute
to partial-report accuracy, as does our Equation 2 (and its
subsequent elaborations) and Rumelhart's (1970) model (dis-
cussed shortly).

Figure 19 compares the rates of selective transfer (i.e., the
legibility of the iconic image) as derived from the present
model and from Averach and Coriell's (1961) model. It
shows the number of letters selectively transferred during
successive 100-ms intervals plotted as a function of the time
at the end of the interval. The data points in Figure 19a are
derived from Equation 2. Figure 11 shows cumulative
selective transfer; Figure 19 shows selective transfer rate,
that is, successive differences between the points of the lines
in Figure 1 1 . That all these successive differences fall on the
same iconic decay function should be no surprise. We pre-
viously noted that all the curves of Figure 1 1 derive from a
single generic selective transfer function.

Figure 19b shows the predictions for Averbach and Co-
riell's (1961) formulation (assuming that nonselective trans-
fer stops after the occurrence of the cue). When the cue delay
is zero, there is no nonselective transfer, and both our model
and theirs give the same predictions (indicated by the filled
circles). However, when nonselective and selective transfer
are combined (i.e., for any cue delay greater than zero), the
models differ. As already pointed out in the discussion of
Figure 11, our assumptions result in selective transfer rates
that depend only on the time since the onset of the cue.
Averbach and Coriell's model leads to large, highly irregular
estimates of selective transfer for a given time interval, and

no clear pattern emerges of how selective transfer is deter-
mined. Their model cannot account for our data.

The consistency of the different independent estimates of
the iconic decay function demonstrates the value of our Cue
Delay X Masking Delay crossed design, which enables us
not only to estimate the parameters for our model, but also
to check our model's consistency.

Diffuse Transfer Followed by Focused Transfer

Rumelhart (1970) proposed a mathematical model of
partial-report experiments cast in terms of features. Features
were transferred with replacement from retinal locations and
aggregated to form letters. During the stimulus exposure,
features were equally available at all locations and all times.
After termination of the exposure, feature availability was
assumed to decay exponentially. The feature extraction rate
was assumed to have an absolute limit (capacity). Before a
cue was received, the overall feature extraction capacity was
spread equally over all locations. Immediately after a cue was
received, feature extraction capacity was concentrated en-
tirely on the cued locations.

The essential ideas of Rumelhart's (1970) model are quite
similar to those of our model, namely, that there is a default
precue attentional state followed by a postcue attentional
state and that the same transfer process operates in both states
(merely the row allocations are different). However, Rumel-
hart was unaware that the precue state is not diffusely spread
over all rows but is concentrated on the middle row. In ad-
dition, he had no explicit capacity limit for durable storage,
relying on limited stimulus availability to account for all
response limitations. This was obviously too restrictive an
assumption.

Rumelhart's (1970) representation of the probability of
correct reports, P, as the indirect result of a feature extraction
process would allow the P versus time graphs either to grow
like exponentially limited growth processes or to assume S
shapes. An S shape would result from the fact that before a
threshold number of features is collected at a location, the
probability of correctly reporting the letter at that location is
assumed to be at chance. After the critical number of features
is collected, the probability of correct report is assumed to
be 1.0. Although there is considerable flexibility in the gen-
eration of S-shaped curves under the feature accumulation
assumption, and our empirical P versus t curves are, in a few
cases, S shaped, it seemed better not to burden our transfer
theory with such a complex assumption.

How Much Is an Icon Worth?

The nonselective transfer curves obtained in our experi-
ments appear very similar to the ones derived by Loftus et
al. (1985) in a paradigm using pictorial stimuli. They mea-
sured the number of details subjects could report from briefly
exposed pictures. Exposure duration was varied, and a mask
followed stimulus presentation immediately after stimulus
offset. In a second condition, presentation of the mask was
delayed 300 ms. They found that a 300-ms mask delay after
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Figure 19. Derived iconic memory decay functions: Estimates of the rate of selective transfer at
a given time after onset of the 50-ms stimulus. (At each time /, selective transfer during the 100 ms
preceding t is estimated independently from each condition, with cue delay less than t. [This requires
extraction of the selective transfer component from total transfer whenever cue delays are greater
than 0.] Symbols indicate cue delays in milliseconds: Filled circle = 0, open circle = 100, filled
square = 200, open square = 300, triangle = 400. Data are shown for Subjects BF [left] and BL
[right]. Panel a shows estimates of selective transfer derived from our model [Equation 5]. Data
points are the differences between successive points on each of the lines of Figure 11. Insofar as the
different estimates all fall on the same iconic decay function, it substantiates our model of iconic
decay. Panel b shows estimates of selective transfer derived from Averbach and Coriell's [1961]
model [Equation 16] applied to our data. The wide variation [at a given time] of the different
estimates for selective transfer indicates that this model does not yield a consistent description of
iconic decay.)

the termination of a stimulus exposure led to the same levels
of performance as an additional 100-ms stimulus exposure.
They argued that an additional exposure of 100 ms is equiv-
alent to an icon that is available for 300 ms. In this and
subsequent experiments (Loftus, Duncan, & Gehrig, 1992;
Loftus & Hogden, 1988), with various stimulus materials and
tasks, they equilibrated iconic availability against an equiv-
alent continued exposure that yielded the same performance.
Ultimately, Loftus et al. (1992) derived an iconic decay func-
tion in terms of equivalent continuation of the stimulus. Their
derived iconic decay functions were approximately, but not
precisely, exponential.

The assumptions underlying Loftus et al.'s (1992) and our
analyses are quite similar, although they derived all their data

from whole reports. The main difference is that we present
iconic decay directly in terms of a transfer rate; whereas they
presented it in terms of the fraction of the transfer rate of a
continued stimulus exposure. Furthermore, in their proce-
dures, it apparently was not necessary to discriminate the
transfer rate at different retinal locations, which is critical in
our analyses. Their derived iconic decay functions agree
quite well with those we derive for the middle row.

Position Effects

Differences in performance for different parts of the dis-
play have long been observed (Averbach & Coriell, 1961;
Holding, 1970; Sperling, 1960); but have not been taken into
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account in the estimation of the duration of iconic memory.
The differences we observe are mainly lower transfer rates
for the top and bottoms compared with the middle row. Al-
though in our formulation these locational factors are tied to
the stimulus, it is likely that they are based, at least in part,
on attentional factors. A relevant positional analysis was
done by Holding (1970). He varied the probability with
which each row was cued and found that performance varied
accordingly, implicating attention. However, Holding's anal-
ysis was insufficient to discriminate a change in precue non-
selective strategy from (postcue) difference in iconic decay.
Furthermore, like many others (see Long, 1980), we strongly
disagree with Holding's conclusion that this observation can
explain partial-report superiority without postulating an in-
termediate store.

When a rapidly moving spot is illuminated by stroboscopic
flashes (temporally sampled motion), more than one spot
appears to move simultaneously. The number of apparently
visible spots is a measure of visible persistence, and this
number varies with retinal location, persistence being longer
for peripheral than for foveal stimuli (Farrell, Pavel, & Sper-
ling, 1990). Eventually, such spatial nonhomogeneities of the
visual system will have to be reflected in accounts of iconic
decay.

Strategy

The results obtained in Experiment 1 seem to contradict
earlier results by Sperling (1960) that showed an influence
of subjects' strategy. In Experiment 1, performance for a
given cue delay varied depending on which cue delays were
given in preceding sessions. We can resolve this contradic-
tion by looking at subjects' overall performance level. Our
subjects were well practiced. Under ideal conditions (no
mask or cue delay), they achieved a performance level of
95-100% correct. Subjects in Sperling's study achieved 70-
95% correct under the same conditions. This suggests that
these early strategy effects were due to the use of nonoptimal
strategies that would have been discarded after additional
practice.

Other Models

In recent studies, Invin and Brown (1987) and Irwin and
Yeomans (1986) tested an alternative conception of iconic
memory. Their theory also has two buffers, analogous to the
iconic memory and short-term memory concepts of tradi-
tional theories. It assumes that the coding in iconic memory
has two separate representations, one for identity and another
for spatial location. This distinction does not bear directly on
the distinction between nonselective and selective transfer,
but it is relevant to the general issue.

We did not analyze our data for errors of intrusion and
location, but we have some important relevant observations
from serving as subjects ourselves and from speaking to sub-
jects in iconic memory experiments. When a subject happens
to be attending to one row while another one is cued (and fails
to perceive the cued letters), the tendency is not to guess at

random, but to report the (nonselectively) transferred letters
even though they are known to be in the wrong row. To a
subject, it seems better to report letters at least known to have
been somewhere in the stimulus than to report random letters;
the reasoning perhaps being that the cue or the rows may have
been misperceived. Therefore, in assessing location errors, it
is critical to use additional measures to assess the nature of
the errors. For example, Sperling and Dosher (1986) noted
that when items were reported with high confidence, location
errors were extremely rare and practically never extended
beyond an adjacent location. Irwin and Yeomans (1986) sup-
ported the notion of row juxtaposition. In their study, incor-
rect letters mostly came from an incorrect row in the correct
column of the display.

Summary and Conclusion

We experimentally identified two transfer processes, non-
selective and selective, in the partial-report task. Our data
provided strong evidence that performance in the partial-
report task is given by the algebraic sum of these two pro-
cesses. Experiment 1 showed that independent of cue delay,
subjects use only one strategy in a partial-report experiment.
Experiment 2 showed that this strategy consists of nonse-
lectively transferring letters until the cue appears and after-
wards selectively transferring them.

The many complexities of these experiments are accu-
rately described by a computational model that makes several
plausible assumptions. Transfer rates are determined by the
product of iconic legibility of the stimulus (which depends
on the elapsed time after stimulus exposure and on the retinal
location) and the subject's attentional state. Nonselective
transfer is characterized by rapid transfer of the middle row
and much slower transfer of other rows. This precue atten-
tional state is parameterized in the computational model by
the precue capacity allocations weighted heavily toward the
middle row.

Immediately after the cue, attention shifts to the cued row
of the display. Postcue capacity allocation is maximum for
the cued row and zero for the others. From this moment on,
until the poststimulus mask ends all iconic transfer, selective
transfer occurs from the cued row. Nonselective transfer is
focused mainly on the middle row, whereas selective transfer
focuses exclusively on the cued row, so that selective transfer
produces more correct items on the average—a higher ef-
fective transfer rate. However, empirically determined rate
constants (completion times) for nonselective and selective
transfers are approximately the same (T = 100 ms), sug-
gesting that all transfers represent the same process and the
different effective rates reflect different states of attention,
different retinal locations, and different likelihoods that the
transferred items will be in the cued row.
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