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Intelligent Temporal Subsampling of American Sign Language Using
Event Boundaries
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How well can a sequence of frames be represented by a subset of the frames? Video sequences
of American Sign Language (ASL) were investigated in two modes: dynamic (ordinary video)
and static (frames printed side by side on the display). An activity index was used to choose
critical frames at event boundaries, times when the difference between successive frames is at a
local minimum. Sign intelligibility was measured for 32 experienced ASL signers who viewed
individual signs. For full gray-scale dynamic signs activity-index subsampling yielded sequences
that were significantly more intelligible than when every /nth frame was chosen. This result was
even more pronounced for static images. For binary images, the relative advantage of activity
subsampling was smaller. We conclude that event boundaries can be defined computationally
and that subsampling from event boundaries is better than choosing at regular intervals.

American Sign Language (ASL) is a gestural form of com-
munication used by the North American deaf and hearing-
impaired communities. In free conversation, ASL is as rapid
a form of communication as most spoken languages, includ-
ing English (Bellugi & Fischer, 1972). Over the past decade
there have been several investigations of factors related to the
transmission of ASL over the existing long-distance commu-
nications networks. The problem is to compress a video signal
of the signer to the extent that it will fit through a low-
bandwidth or low bit-rate communication channel, such as
an ordinary telephone line, without greatly disrupting the
efficiency of communication. Although previously designed
video telephones would suffice for communication, their
bandwidth requirements and cost made them impractical.
The current public telephone network has transmission limits
of 300 to 2800 Hz for analog signals and nominally 9,600 bits
per second (bps) for digital signals (ca. 1988).
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Methods of ASL Compression

Spatial Compression

The problem of determining the minimum communication
requirements for ASL was posed by Sperling (1978), who
subsequently determined that remarkably sparse images could
convey intelligible messages (Sperling, 1980, 1981). Sperling,
Landy, Cohen, and Pavel (1985) investigated ASL intelligi-
bility versus bandwidth trade-offs by using the most sophisti-
cated spatial image-compression and coding schemes then
available. In one condition, subjects were able to interpret
signs with normalized intelligibility of .86, in relation to full-
bandwidth sequences, even though bandwidth had been re-
duced to 2880 Hz. Related work by Abramatic, Letellier, and
Nadler (1982) with French Sign Language and by Pearson
(1981) with British Sign Language also offers the possibility
of substantial compression.

The relative success in ASL compression achieved by Sper-
ling et al. (1985) may be attributed to the large amount of
redundant spatial information within the ASL signal. Spatial
redundancy exists both across individual pixels and across
groups of pixels. Individual pixels are redundant when the
gray level of one pixel is predictive of the gray level of nearby
pixels. Groups of pixels are redundant when cues in one
region of the image yield predictions of what should appear
in other regions. For example, consider the particular config-
uration of pixels that yields the form of an arm. To the degree
that the hand, elbow, and shoulder are resolvable, other arm
pixels are probably unnecessary and are therefore redundant.
Accordingly, one may discard some forms of spatial infor-
mation with the expectation that other, similar information
remains. This sort of spatial redundancy provides the basis
for the often surprising success of dynamic point-light displays
(Cutting, 1978; Johansson, 1973) in conveying rather complex
form information. Indeed, Poizner, Bellugi,. and Lutes-Dris-
coll (1981) demonstrated that such displays successfully con-
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vey important lexical and inflectional information in ASL
and that subjects are quite adept at identifying signs when so
presented.

Temporal Compression

In the present study, following Pearson (1981) and Sperling
et al. (1985), we investigate temporal redundancy in ASL. By
identifying redundant dynamic information, we are able to
intelligently subsample an ASL signal in time and thereby
retain intelligibility while decreasing the number of transmit-
ted frames. What criteria should guide temporal subsampling?
We consider an ASL sequence as a series of events that unfold
over time. The subsampled frames should be those that best
convey these events. For example, an event might involve
moving the left arm from a position parallel to the body to a
position perpendicular to the body. It is important to keep
clear the distinction between motion and events. Motions are
continuous and occur at one or more locations simultane-
ously. An event is a connected sequence of frames, the result
of segmenting an image sequence. Just as an object in the
x, y domain is a grouping together of pixels to which a
common label will be applied, an event is a grouping of
frames under a common label.

In some instances, the perception of events requires a
cognitive component, an interpretation by the viewer (Eb-
besen, 1980; Markus & Zajonc, 1985). In other instances,
however, there is strong support for the theory that events (or
perceptual units) are directly perceived much like motion
(Asch, 1952; Heider, 1958; Newtson, Hairfield, Blooming-
dale, & Cutino, 1987). Insofar as events can be perceived
directly, it implies that there must be consistent stimulus
properties that reflect the event structure within a motion
sequence.

How does one locate and use such stimulus properties for
temporal compression? Interestingly, the problem of dynamic
sequence segmentation has been addressed in several domains
of study and for a variety of purposes. These include efforts
to construct humanlike motion representation schemes (Marr
& Vaina, 1980; Rubin & Richards, 1985), the development
of motion descriptors for robotics or artificial intelligence
(Thibadeau, 1983), and, as noted previously, cause attribution
and event perception in the field of social psychology (Heider,
1958; Newtson, 1973). In another ASL study, Green (1984)
attempted to locate the boundaries between consecutive signs
in a stream of ASL images.

Perceptual Units of Behavior

A technique for determining the location of boundaries of
perceptual units that has received considerable attention
comes from Newtson (1973) and his collaborators (Newtson
& Engquist, 1976; Newtson, Engquist, & Bois, 1977; Newtson
& Rindner, 1979; Rindner, 1982). Although Newtson's early
work was concerned with determining how the attribution
process varies as a function of the unit of perception, he was
also concerned with demonstrating that there was, in fact, an
objective basis for determining units of behavior. In his pro-

cedure, perceptual units were marked by subjects who viewed
films and pressed a button connected to a continuous event
recorder. Subjects had been instructed to press the button
when, "in your judgment, one meaningful action ends and a
different one begins" (Newtson, 1973, p. 30). There was a
high degree of consistency, both within and between subjects,
as to where the boundaries were placed.

In a series of experiments, Newtson and Engquist (1976)
showed that subjects were more sensitive to disruptions at the
boundaries of behavioral units (breakpoints) than at moments
between the boundaries (nonbreakpoints), suggesting that the
breakpoints had a high degree of psychological salience. They
noted that deletions of frames from ongoing films at break-
points were more accurately detected than deletions of frames
at nonbreakpoints. Moreover, subjects who viewed static pres-
entations of three consecutive breakpoints were more accurate
in their descriptions of the action, rated the sequence as more
intelligible, and were more accurate at ordering the slides
when the slides were shown out of order than subjects who
were shown other groups of three frames. In one experiment
(Newtson & Engquist, 1976), groups of three breakpoint
frames were rated as high on intelligibility as the continuous
sequences from which they were drawn. In short, Newtson
and his collaborators provided a convincing demonstration
that subjectively defined breakpoint frames convey informa-
tion that is of greater importance to the global percept than
nonbreakpoints. (For a review of the role of breakpoints in
event perception, see Newtson et al., 1987).

Choosing Significant Frames Automatically

In the present study, we measure the intelligibility of ASL
sequences constructed by using a subset of chosen frames
from the original sequence. The work of Newtson and his
collaborators suggests that in segmenting the sequences, we
would do best to retain breakpoints while discarding non-
breakpoints. Although the Newtson procedure for locating
breakpoints works well, its usefulness in a real-time commu-
nication system is limited, because human observers must
select the frames. Given the growing availability of digital
image-processing technology, it is natural to digitize the image
sequences to be transmitted, to compute which frames rep-
resent breakpoints within the sequence, and to transmit the
chosen frames and discard the remainder. To implement such
a system, we must first consider the physical properties asso-
ciated with breakpoints: the boundaries of perceptual units.

Physical Characteristics of Breakpoints

Two possible theories could account for the finding that an
action stream may be partitioned into discrete units of behav-
ior based on breakpoints (Newtson & Engquist, 1976). Either
the particular configuration of components in the scene con-
stitutes a distinctive state that identifies the breakpoint, or
actions are defined by state-to-state changes that are charac-
terized by successive breakpoints. In a test of these two
possibilities, Newtson et al. (1977) used a movement notation
system, designed for use by choreographers, to code the body
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positions of the actors in their sequences. Differences between
codings at different points in time describe the position
changes of the actor; the surface structure of each sequence is
captured. By comparing position changes between successive
breakpoints, between breakpoints and nonbreakpoints, and
between randomly chosen nonbreakpoints, Newtson et al.'s
(1977) results demonstrated strong support for the state-to-
state hypothesis but showed no evidence for the distinctive
state hypothesis.

The results of these experiments are interpreted to mean
that the actors' positions were maximally distinct, within the
constraints of the behavior, at successive breakpoints (Newt-
son et al., 1977, 1987). To achieve maximally distinct body
positions at breakpoints, some form of activity must have
occurred between breakpoints; that is, the position change
cannot happen instantaneously. Newtson et al. (1977, 1987)
interpreted their measure of position change over time as an
index of movement complexity. This measure, as they pointed
out, is related to, but different from, movement magnitude.
The important fact that we derive from this work is that some
form of dynamic activity must occur between successive
breakpoints. This empirical observation supports our subjec-
tive impression that some greater-than-average amount of
activity occurs between boundaries and that the activity level
decreases at boundaries.

Evidence of such activity must be available in the surface
characteristics of the sequence. Marr and Vaina (1980) for-
malized this notion in their state-motion-state representation
for segmenting a stream of movement into pieces that can be
described independently. They used pauses (described as mo-
ments when the parts of a shape are either absolutely or
relatively at rest) to segment a motion stream. Pauses occur
when the object (or objects) in the scene undergo a change in
direction of movement and occasionally occur at other mo-
ments in a sequence. This same notion appears in the work
of Rubin and Richards (1985), who argued that natural
motion boundaries occur at starts, stops, and force discontin-
uities. Moreover, they provided evidence that human observ-
ers have a subjective impression that a significant event has
occurred at each of these boundaries. All of these theories
imply that one ought to be able to locate event boundaries by
tracking some surface characteristic of the dynamic sequence
and by searching for frames that correspond to pauses in
activity. Rubin and Richards (1985) and Marr and Vaina
(1980) theoretically defined ways in which motion sequences
might be parsed. In this article we choose a simple realization
of these ideas and test its effectiveness for producing intelli-
gible subsampled motion displays.

The Activity Index, ae(n)

The activity index is the fraction of pixels that experience
a suprathreshold change in luminance between frames n - 1
and n. We located event boundaries in ASL sequences by
computing this measure of activity between each pair of
consecutive frames in each sequence and looking for the local
minima. Our activity index was computed by counting the
number of pixels that underwent a significant change of gray
level between consecutive frames in a sequence; the fraction

of such pixels is reported for each frame after the first. This
scheme takes advantage of the fact that the percept of motion
results from the changing of luminance values over space and
time; more activity causes greater numbers of pixels to change
from frame to frame. Obviously, it works best when the
camera and luminance sources are stable. In a typical ASL
sequence, several body parts move simultaneously. Thus, a,(n)
is more indicative of the general level of activity throughout
the sequence than of the motion of any particular object.

A sequence consists of N frames; X is the number of rows
and Yis the number of columns in each frame. The luminance
value at spatial location x, y in frame n, 1 s n < N is
l(x, y, I, n). The number of pixels that change in luminance
by more than a threshold amount 0 is computed by setting

n) = \Uf\l(x, y,n)-
' y' ' [0 otherwise.

, y,n-l)\>0

The activity index a^n) is the fraction of pixels in frame «
that experienced a suprathreshold change in luminance:

X Y

Z I '»(•*, y, n)
_ x-\ y-1

XY

The higher the threshold parameter 6, the smaller the influ-
ence of pixels that change as a result of camera or digitizing
noise rather than as the result of a moving object.

As an example, we consider a 30-frame sequence in which
a white square on a black background moves left and right
across the width of a frame sinusoidally. Figure 1 is a graph
of a^ri) for such a sequence. Note that the local minima in
Figure 1, where a^n - 1) > a^n) < a^n + 1), correspond to
frames in the original sequence in which the direction of
motion is changing (i.e., the peaks and troughs of the sinu-
soid). Complex movies such as ASL sequences produce com-
plex aj(n) functions with many more local minima.

Figure 2 shows the a^rt) function for a 70-frame ASL
sequence that shows the sign for the word accident. A drawing

o.o
10 20

FRAME NUMBER

30

Figure /. Activity index as a function of frame number for a small
square that moves through two cycles of a sine wave across 30 frames.
(The local minima correspond to the resting points, or points of
change in direction, of the moving object.)
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Figure 2. Activity index as a function of frame for a 70-frame ASL
sequence that shows the sign for the English word accident. (The large
amounts of activity at the beginning and end of the function corre-
spond to the action of the signer as she moves into and out of a rest
position [arms folded in front]. The two local minima at Frames 28
and 40 correspond to moments when the signer's hands are furthest
apart and when they meet in the middle.)

The two large local minima that occur at Frames 28 and
40 in Figure 2 correspond to the point in the sign when the
signer's hands are spread apart and to the frame in which they
meet. In other words, if we choose frames that correspond to
the two local minima at Frames 28 and 40, as well as a
beginning and ending frame, we satisfy the criteria for intel-
ligent temporal sampling while reducing the sequence from
70 to 4 frames. These 4 frames are illustrated in Figure 5a.

Rotational and circular motions. Because the activity in-
dex relies on changes in activity to indicate event boundaries,
rotational or smooth circular motion presents a problem: An
activity index may not achieve a significant local minimum
during such a motion. Marr and Vaina (1980) recognized the
same shortcoming in their state-motion-state representation
and proposed to handle these instances by recognizing the
occurrence of a confounding movement and dealing with it
separately. Our o^n) activity index treats rotational and cir-
cular motions the same as all others. If we were to discover
that subsampled signs never reached some minimum criterion
of intelligibility, it might indicate that rotational and circular
motion occur often enough within ASL to merit special
consideration. However, an informal survey of signs suggests
otherwise.

of the sign is given in Figure 3a, and every third frame is
shown in Figure 4. In our experiment, the signer assumes a
rest position in which her arms are folded in front of her at
the beginning and end of the sequence. The same rest position
is used for all signs in order to remove any potential ambiguity
concerning the beginning and ending of each sign and to
ensure that on repeated presentations, the particular frame
on which a sign begins or ends does not provide a clue to the
identity of the sign. In the sign that produced Figure 2, the
signer raises her two hands to either side, closes them into
fists, and moves them until they meet in front of her (this is
an iconic sign for a collision), and then reassumes the rest
position with arms folded.

The a^n) function in Figure 2 is instructive for several
reasons. First, there is always a high activity value at the
beginning and end of each sequence as the signer moves out
of and into the rest position. In Figure 2, these peaks occur
at Frames 23 and 53. Moreover, at the beginning and end of
the sign, the activity index becomes a collection of closely
spaced local minima. These frames correspond to the rest
position in which luminance noise and slight movements on
the part of the signer account for fluctuations in a«(«), and
which might be misinterpreted as significant activities (i.e.,
these frames might be selected).

Activity-index subsampling. Activity-index subsampling
means selecting for presentation only the frames for which
a^n) has a relative minimum as a function of n. To control
the coarseness with which candidate minima are sampled, we
introduced a parameter a that specifies the minimum increase
in a»(«) that must occur between consecutively chosen frames;
that is, in order to choose both frames/ and/, where /' <j,
the activity index must rise above aj(i) + a for some frame k,
where i < k < j. Note that this method of sampling is
asymmetric with respect to time; inverting the order of frames
may lead to a different selection.

Figure 3. Two illustrated signs showing (a) a simple sign ACCIDENT
(from The Joy of'Signing^. 102]byL.L.Riekehof, 1980, Springfield,
MO: Gospel Publishing House. Copyright 1980 by Gospel Clearing
House. Reprinted by permission) and (b) a compound sign I-INFORM-
YOU-TWO (from A Basic Course in American Sign Language [p. 158]
by T. Humphries, C. Padden, and T. J. O'Rourke, 1980, Silver Spring,
MD: T. J. Publishers. Copyright 1980 by T. J. Publishers. Reprinted
by permission).
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Figure 4. Sequence of digitized images of the sign accident. (Every third frame of a 70-frame sequence
is shown. This is constant subsampling.)

Constant Subsampling

To measure the use of activity-index subsampling, it must
be compared with an alternative method of temporal
compression. Although the focus of their work was spatial
rather than temporal compression, Sperling et al. (1985) and
Pearson (1981) used a simple frame repetition, what we here
call constant temporal subsampling. By this method, every
mth frame is chosen from the sequence, where m can take on
any value between 2 and the total number of frames in the
original sequence. Constant subsampling will be used as the
basis of comparison in the present study. Figures 4 and 5b
illustrate constant subsampling for m equal to 3 and 23,
respectively. In Figure 5b, note that the second frame catches
the signer in the middle of a movement.

Dynamic Display Considerations

Having chosen a subset of the frames from a sequence of
N frames, how should we choose the duration of each frame
to ensure that the displayed sequence retains as much of the
rhythmic properties of the original as possible? Temporal
constancy is preserved in constant subsampling by choosing
the number of repetitions for each frame equal to the constant
sampling factor. For example, if every third frame were chosen
from the original sequence, each frame in the displayed
sequence would be repeated three times.

Because the frames chosen from a complex scene via the
activity index are not necessarily separated by a constant
number of frames, the repetition factor for display must vary
according to the location of the chosen frame in the original
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Figure 5. Four-frame representations of the sign accident: (a) full gray-scale using activity-index
subsampling, (b) full gray scale using constant subsampling, and (c) binary images using activity-index
subsampling.

sequence. We repeat each chosen frame (to replace discarded
frames) until the next chosen frame occurs. For example, if
Frames 1, 5, 15, and 22 were chosen from a 30-frame se-
quence, Frame 1 is repeated 4 times, Frame 5 is repeated 10
times, Frame 15 is repeated 7 times, and Frame 22 is repeated
9 times, to reach the total of 30 frames that appear in the
original sequence. In this method, a different display sequence
would be produced from the same sequence of selected frames
when played in the forward rather than the time-reversed
direction.

Static Presentation

Optimal Number of Frames

ASL-related investigations have, to this point, focused ex-
clusively on the transmission and intelligibility of dynamic
images. There are, however, several compelling reasons for
studying the intelligibility of ASL when it is presented in static

form. Most important, static images are used in most, if not
all, ASL textbooks and dictionaries (e.g., Humphries, Padden,
& O'Rourke, 1980; Riekehof, 1980). Important exceptions
are the books produced by Stokoe and his collaborators
(Stokoe, 1974; Stokoe, Casterline, & Croneberg, 1976), which
use written symbolic notation to convey the motion and hand
shape of each sign.

The type of static presentation that is most often seen in
standard ASL textbooks is a single-frame image that corre-
sponds roughly to a single English word or expression. Typi-
cally, an illustrated signer is presented with overlaid arrows
and "strobe" lines to indicate the desired hand, finger, and
arm motions. An example of one such illustration, from
Riekehof (1980), appears in Figure 3a. For simple signs,
especially those that use only one hand, these illustrations are
quite efficient. Difficulties can arise, however, for compound
signs that require a change in hand shape or for the occasional
presentation of complete sentences. In these instances, such
as for the sign depicted in Figure 3b (taken from Humphries
et al., 1980), the many strobe lines and arrows mask the
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intended movement and make it difficult for students to
replicate the sign.

An alternative to presenting a single frame for each English
word or phrase is to present the frames arranged adjacently,
as in comic strip format (see Figures 4 and 5). Given the
impracticality of displaying the hundreds of frames that may
constitute a single sentence, it is necessary to choose a subset
of frames for presentation. How does one choose frames in
order to convey a sign? Obviously, this is the static analog to
the dynamic display that has been addressed earlier and,
coincidentally, is a question of great importance to animators
and cartoonists. When depicting an action sequence, anima-
tors are taught to represent the extremes of the activity first,
and then to fill in with in-between frames as needed (Levitan,
1960). In the context of ASL, if frames are chosen to success-
fully convey the motion when displayed dynamically, do these
frames convey the same information when displayed stati-
cally?

Spatial-Temporal Compression Trade-Off

Finally, it is useful to investigate interactions between spa-
tial and temporal compression. A practical application would
probably combine temporal and spatial compression in order
to avoid the degrading effects of removing too much of either
spatial or temporal information. Here, we measure intelligi-
bility for both full gray-scale ASL sequences (8 bits/pixel) and
for the same sequences made binary with an edge detection
scheme. Each image is convolved with a Gaussian-smoothed
Laplacian and then thresholded so that 10% of the values are
set to black, generally from the dark side of image edges. The
result is a binary, line-drawn image (with approximately 0.211
bits/pixel). An example of such a binary sequence is shown
in Figure 5c. (These sequences and the nominal data rate
were taken from Sperling et al., 1985, Experiment 2, Condi-
tion H.)

Method

Subjects

The 32 subjects used in this study were recruited in various places,
including the New York Society for the Deaf, the New York Univer-

sity Office for Disabled Students, and word-of-hand among the deaf
community. Several fluent hearing ASL interpreters were also used.
The mean age of our subjects was 33 years (ages ranged from 18 to
52), and they had been signing for an average of 18 years. Twelve
native signers—those who were raised in homes where ASL was the
primary language—were included in the study.

Stimuli

The stimulus set consisted of 84 ASL signs, each of which corre-
sponds roughly to a single English word. All signs were taken from
Sperling et al. (1985), who filmed, digitized, and applied various
image transformations to the signs for use in their study of trade-offs
between ASL sign intelligibility and bandwidth. The signer was filmed
from approximately 10 ft (approximately 3.05 m) away, so that the
upper body and head filled the viewfinder of the camera. During
filming, the signer stood behind a screen with a 12 x 18 in. aperture,
wore dark clothing, and had dark hair; these conditions ensured that
the hand and face of the signer would be highlighted. Each digitized
frame was subsequently cropped to 96 x 64 pixels; the signer was
centered in each frame so that the area from her waist to the top of
her head was visible.

Along with the original full gray-scale (denoted FGS) movies of
each sign, we used signs that had been transformed from the FGS to
the line-drawn, binary images previously described. Such signs will
be referred to as BIN (for binary) signs. Sperling et al. (1985) reported
an intelligibility of .911 for BIN signs, normalized against the per-
centage correct for 96 x 64 pixel FGS signs. At the time of the
experiment, four FGS signs were not available under the BIN image
transformation; the BIN conditions used four signs that did not
appear in FGS conditions, and vice versa. The list of 84 signs used in
the study appears in Table 1, divided into the stimulus blocks used
in the experiment.

Although the term frames per second (fps) is used throughout the
remainder of this article to describe the degree of temporal compres-
sion, all dynamic stimuli were presented on a system that always
displayed 60 fps. In the context of the present study, fps refers to the
number of new frames per second, computed by dividing the number
of chosen frames by the duration of the original (or the derived)
sequence. Frame rate (fps) was varied parametrically. The parameters
m and a control the frame rate for fixed-rate and activity-index
subsampling, respectively. Four different values were used for each
of these two parameters. This manipulation allows us to collect data
over a large range of intelligibility. The parameter values and the
average number of frames per second for each scheme is displayed in
Table 2.

Table 1
Stimulus Blocks

Block 1

telegraph
leave
deaf
finish
plan
ugly
train
relax
mother
jump

Block 2

wrong
general
girl
short
week
noon
preach
red
machine
improve

Block3

sit
cheese
until
shoe
wait
picture
month
steal
program8

spend
egg"

Block 4

emphasize
wife
world
our
accident
hospital
friday
cancel
because
boss

Blocks

punishment
apple
uncle
screwdriver
guilty
paper
understand
yesterday
letter
bored

Block 6

bear
kill
flag
sorry
tree
bread
behind
everyday*
eye
cop
movieb

Block?

tobacco
thanks
home"
flower
member
challenge
pay
fun
which
grow
pour"

Block8

summer
think
talk
wrestling
love
read
start
color
before
alive*
lousyb

" Signs that appeared only in BIN (binary) conditions,
scale) conditions.

' Signs that appeared only in FGS (full-gray
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Table 2
Stimulus Transformations and Frame-Rates

Scheme

Activity index
Activity index
Activity index
Activity index
Constant
Constant
Constant
Constant

aor /w

0
0.02
0.05
0.1
2
4
7
11

Frames
per second

10.8
8.85
6.75
5.4
30
15
8.6
5.5

Note. The a is the parameter that controls the number of samples
used by the activity-index sampling scheme; m is the parameter that
governs the number of frames chosen by the constant subsampling
scheme.

Procedure

The ASL signs were divided into eight groups of 10 signs, each
group balanced for difficulty by the criterion of Sperling et al. (1985).
The experimental variables included two image types FGS and BIN;
two presentation modes, dynamic (D) and static (S); two subsampling
schemes, constant and activity index; four frame rates; and 10 stim-
ulus blocks. A full-factorial experiment on these factors would require
320 subjects with only 1 subject in each cell. To achieve a more
manageable study, we ran four separate groups of subjects, one for
each combination of image transformation and presentation mode
(FGS-D, FGS-S, BIN-D, and BIN-S).

To make the most efficient use of each subject, the remaining
factors within each of the four groups were subjected to a Greco-
Latin design in which subsampling scheme and compression factor
were fully randomized and order of presentation was partially ran-
domized. In other words, each stimulus block of 10 signs was paired
one time with every combination of subsampling scheme and
compression factor over the course of the experiment. For conven-
ience, the combination of subsampling scheme and compression
factor is referred to as the stimulus transformation; every transfor-
mation appeared in each ordinal position of stimulus presentation.
Order of presentation is only partially randomized, because sequence
effects are not balanced in this design. Each subject saw eight complete
stimulus blocks, each block having undergone a different transfor-
mation (i.e., repeated measures over transformation and stimulus
block). A total of 32 subjects were required for a single replication
through each of the four 8 x 8 Greco-Latin squares.

Intelligibility test. All stimuli were processed with the HIPS im-
age-processing software (Landy, Cohen, & Sperling, 1984a, 1984b)
and were presented on a computer-controlled graphics display proc-
essor (Adage RDS-3000 image-processing system). Images were
viewed on a Conrac 7211C19 monitor, set so that the mean lumi-
nance of the display was equal to 55 candela per square meter (cd/
m2). Subjects were seated approximately 1 m from the screen, though
they were free to move to their most comfortable distance. (Parish &
Sperling, 1987, demonstrated that for stimuli whose visibility is
impaired by noise, viewing distance, over an extremely wide range,
is immaterial.)

For all conditions, subjects were required to respond to each ASL
presentation with an English gloss for the presented sign. Subjects
were told that each sequence contained only a single sign and that
each sign corresponded, roughly, to one English word. In most cases,
subjects wrote their responses on an answer sheet. In cases in which
deaf signers did not possess English skills that were advanced enough
to allow them to respond with a written word, they would sign the
response to an ASL interpreter who then recorded the English equiv-

alent. The interpreter confirmed these subjects' understanding of the
sign by having them either use the word in a sentence or further
elaborate on the meaning of the word. Finally, all subjects were told
that if they had no idea what the correct answer was, they did not
have to respond.

Dynamic presentation. The word begin appeared on the monitor,
signaling the subject to press any button on a five-button keypad.
After the button press, the screen was cleared, and a white cue spot
appeared for 0.5 s. This was followed by a 0.5-s blank interval and
the presentation of an ASL movie (frame sequence). The sequence
was shown once, with the frames repeated as necessary to retain the
duration of the original image sequence, and was followed by a blank
screen. The word wait was displayed until the next sequence was
ready for display (2 or 3 s), at which point the word continue appeared.
While waiting for continue to appear, we recorded the subject's
response. After the subject's response and after the word continue
appeared on the screen, the subject was free to press any button to
initiate the next trial.

Static presentation. As with the dynamic presentation, the initial
button press erased the word begin from the screen and caused the
stimulus to be presented, though without a cue spot. The frames of
each movie were arranged in order by rows and columns, from left
to right and from top to bottom. Up to seven frames appeared in
each row. A sample "page" of 24 frames for the sign accident is shown
in Figure 4. Shorter pages are shown in Figure 5 for several conditions.
On presentation, the subject scanned the page and decided on a
response. Before writing or signing the response, however, a second
button press was required to erase the screen. After responding, the
word continue appeared on the screen. The next button press initiated
the next trial.

Results

Scoring

The measure of performance for all subjects and conditions
is in percentage correct. For some of the signs used in the
study, several English responses are considered correct, a
result of the historical and regional development of ASL. Each
subject's answer sheet was scored by a congenitally deaf signer
who is fluent in ASL.

Subject Comparison

To assess the general ability of the subjects in this study,
we may compare their performance for dynamic sequences
with the performance of the subjects from Sperling et al.
(1985), who viewed similar sequences. For the most richly
subsampled full gray-scale sequences, which averaged about
20 frames, subjects in the present study averaged 86% correct,
nearly identical to the Sperling et al. subjects, who averaged
about 87% correct. For binary images, subjects in the present
study averaged 70%, in comparison with Sperling et al.'s 80%
correct. Our subjects may have been somewhat less skilled
than those of Sperling et al., perhaps a result of the mix of
native and nonnative, hearing and nonhearing signers used
in the present study, as opposed to the more homogeneous
group of deaf signers used by Sperling et al.

Main Effects

The data in each of the four Greco-Latin squares, distin-
guished by the combination of image type and presentation
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Figure 6. Mean subject performance as a function of the mean number of frames per second for each
of the four main conditions of the experiment and for each subsampling scheme: (a) full gray-scale
images in dynamic presentation (FGS-D), (b) full gray-scale images in static presentation (FGS-S), (c)
binary images in dynamic presentation (BIN-D), and (d) binary images in static presentation (BIN-S).
(The open dots on each graph represent performance with activity-index sequences and the solid dots
represent constant subsampled sequences. The vertical bars represent the standard error of the mean.)

mode, are displayed in Figure 6. Probability correct is dis-
played as a function of mean number of frames, averaged
across the 8 subjects within each design. These data were
subjected to an arcsine transformation in order to decorrelate
mean and variance; the arcsine data were used in the subse-
quent analyses. Main effects for each individual Greco-Latin
square were evaluated by an analysis of variance.

The four main effects for each Greco-Latin square are
subjects, order, stimulus block, and image transformation.
The most stringent assumption made by the analysis is that
the interactions among the four main effects of the Greco-
Latin square are negligible (Winer, 1971). Every effort was
made to ensure negligible interactions: Subjects were assigned
randomly to each cell, and stimulus blocks were balanced for
difficulty. There is no a priori reason to assume that there
would be significant interactions.

Stimulus transformation, which includes both subsampling
scheme and compression factor, was a significant factor for
the FGS-D, BIN-D (p < .01), and FGS-S (p < .05) conditions
but not for the BIN-S condition, although there was a trend
in the expected direction. Stimulus block was significant for
all four designs (p < .05). The fact that the stimulus blocks
differed from each other indicates that our efforts to equate
the blocks for difficulty was not entirely successful. This is
not surprising, because Sperling et al. (1985) also found a

significant effect of stimulus block despite similar efforts. We
rely on the fact that throughout the course of the experiment,
all stimulus blocks were presented in all conditions, thereby
allowing block effects to balance out. Finally, there were
significant subject differences (p < .01) for static presentation
of both image types (FGS and BIN).

Subsampling Scheme

The data from the full gray-scale conditions, seen in Figures
6a and 6b, suggest that the activity-index sequences were
more intelligible than constant subsampled sequences. Ideally,
we would have had data from both schemes at the same frame
rate to allow us to directly test this hypothesis. Unfortunately,
the nature of the subsampling schemes prevents such sampling
precision. To conduct the test, we used linear interpolation to
estimate performance for 6.75 fps for constant subsampling.
Activity-index data had already been collected at this frame
rate. For each presentation format, a t test was computed with
the interpolated constant-subsampling data and real activity-
index data. Both tests strongly reject the null hypothesis (p <
.01). For dynamic presentation of binary images (Figure 6c),
data interpolated at 8.85 fps for constant subsampling also
reject the null hypothesis (p < .05).
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For dynamic presentation, activity-index performance is
estimated, by averaging between points, to be about 8% better
than for constant subsampling (for the portions of the curves
that overlap). This estimate reflects, in part, the crossover
interaction that occurs at the lowest frame rate, in which
constant subsampling outperforms activity-index perform-
ance. This crossover interaction almost certainly comes from
the fact that the activity-index scheme chose frames nearer to
the beginning and end of the original sequence when working
at extremely coarse sampling rates, whereas constant subsam-
pling chose frames uniformly throughout the sequences. This
tendency of activity-index subsampling was due to the large
movements that occurred as the signer moved in and out of
the rest position, producing the only aj(n) values that rose
above a. If this artifactual performance is discounted—that
is, if the beginning and ending rest positions are removed
from consideration—the estimate of overall activity-index
superiority to constant subsampling increases to 15%.

The form of activity-index performance varies with stimu-
lus presentation. For static presentation of full gray-scale
images (Figure 6b), activity-index performance rises above
that of constant subsampled images as the total number of
frames decreases; the estimated difference in performance
rises by nearly 20% when 6.75 fps are displayed. Activity-
index performance, however, falls off sharply with fewer and
greater numbers of frames per second. Interestingly, for activ-
ity-index sequences, FGS-S has a performance maximum at
about 7 fps; for constant subsampled sequences, performance
with FGS-S improves monotonically with frames per second.
In contrast, static presentation of binary images (Figure 6d)
produces flat and nearly equal performance for both subsam-
pling schemes, reflected in the nonsignificant transformation
factor in the analysis.

Discussion

Structure of Events

Although the experiment described here is not a direct test
of the validity of Newtson's (1973) definition of breakpoints,
there is certainly a close relation between their action-unit
boundaries and our basis for dynamic sequence segmentation.
Insofar as such a comparison may be made, the results re-
ported here generally confirm findings of Newtson and his
collaborators with regard to the perceptual salience of bound-
aries and their ability to convey critical event information.
Indeed, in one condition, ASL sequences that were con-
structed via the activity index were as intelligible as the
original sequence from which the frames were taken, despite
a four-fold reduction in the number of frames. This result is
similar to an intelligibility-rating result of Newtson and
Engquist (1976) and yet, because of the objective nature of
ASL intelligibility, is not open to the questions that follow
the subjective rating paradigm used by Newtson and Engquist.

Direct Perception of Events

A long-standing argument in theories of event perception
revolves around the issue of whether events are directly per-

ceived, originating in Asch's (1952) theory that action-defin-
ing gestalten appear in the behavior sequence, or whether
event perception is more of an interpretive, cognitive process.
If action is directly perceived, it must be the case that the cues
that give rise to the percept exist in the surface structure of
the behavior sequence; that is, a necessary condition for the
direct perception of events is that the basis for event structure
must appear in the stimulus itself. This is the explicit assump-
tion behind the behavioral segmentation method of Newtson
(1973), and it is well supported by the many subsequent
experiments by Newtson and his collaborators. If complete
event information did not exist in the surface structure of the
sequences used in the present experiment, it would have been
extremely difficult, if not impossible, to segment our ASL
movies into intelligible sequences. At the very least, some
higher level, interpretive driver would have been necessary in
order to produce compressed images that were more intelli-
gible than those produced by constant subsampling. However,
it is clear from the results of our experiment that the necessary
event information does reside in the surface structure of
sequences.

Even if it is conceded that events are directly perceived and
that critical event information is carried by event boundaries,
we would expect static presentation of behavior sequences to
require a more interpretive process than does dynamic pres-
entation of the same sequences. That is, events are usually
not directly perceived with static presentation (Newtson &
Engquist, 1976). Indeed, for dynamic presentation, the change
in surface structure from one moment to the next is imme-
diate, whereas for static presentations, the change must be
inferred from an analysis of frames. That these are fundamen-
tally different processes is reflected in the demonstration of
left-hemispheric advantage for statically presented signs and
the absence of lateral asymmetry for dynamic signs (Poizner,
Battison, & Harlan, 1979). Because the inference process
would certainly introduce an additional source of error, it
seems likely that static images would be less efficient at
transmitting the desired information. Accordingly, we note
the generally lower intelligibility scores for static images in
the present experiment.

The current experiment supports the notion that the basis
for event structure appears in the stimulus itself. We found
that the ASL events isolated by a simple image-based com-
putation seem to agree with subjective impressions of event
structure. This does not preclude the possibility that other
sources of information, including higher reasoning, can act to
modify the interpretation of an event. Nonetheless, our find-
ings bode well for efforts in artificial intelligence directed
toward machine interpretation of actions.

ASL Primitives

A central component in the traditional study of ASL is the
use of ASL primitives. Stokoe (1974) developed a set of
primitives to describe signs that are composed of a limited set
of movements, hand shapes, and locations of articulation.
These components are meaningless when taken individually;
when combined according to rule-governed constraints, they
form the lexical basis of ASL. This is entirely analogous to
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the function of phonemes in spoken language. A fourth ASL
dimension, hand orientation, has subsequently been added to
the list of primitives (Battison, 1974).

A somewhat remarkable result is the high intelligibility of
the ASL sequences at extremely coarse sampling rates. Even
in the most degraded condition, subjects correctly interpreted
nearly a third of the signs. An explanation of these findings
may stem from the relative importance of the four ASL
primitives. Consider that a single frame taken from the middle
of a sequence will likely convey information about three of
the four primitives—hand orientation, hand shape, and lo-
cation of articulation. Only motion is lost, or at the very least,
severely degraded. The fact that subjects do so well with this
limited amount of information reflects the degree to which
nonmotion factors play a critical role in ASL intelligibility.
Indeed, several studies have shown that the four primitives
are not equally perceptible, nor are they equally important
for intelligible ASL (Klima & Bellugi, 1979; Tartter & Fischer,
1982).

Image Sequence Compression

Activity index: Dynamic sequences. It is apparent from
the data and from subjective reports that for low frame-rate
conditions, ASL sequences that have been subsampled with
the activity index are more intelligible than those subsampled
by a constant factor. In the full gray-scale dynamic condition
(Figure 6a), activity-index sequences were correctly identified
80% of the time at slightly less than 11 new fps. When
constant subsampling was used, the same performance level
was not achieved until an estimated 20 to 25 new fps were
displayed. At this criterion of performance, the number of to-
be-transmitted frames was reduced by a factor of 1.8 to 2.25,
roughly a twofold improvement over constant subsampling.

What are the implications of our findings? An 8-bit se-
quence with frames of 96 x 64 pixels shown at 30 fps requires
1.47 Mbits/s for full bandwidth transmission, more than 300
times the nominal capacity of the public switched telephone
network. The large bulk of compression needed to transmit
ASL sequences can certainly come from spatial compression
and efficient data-encoding schemes, as demonstrated by
Sperling et al. (1985). Nonetheless, sharing the effects of
compression among spatial and temporal domains reduces
the reliance on spatial compression, thereby reducing the
amount of spatial information loss. Furthermore, it is easy to
conceive of environments in which it is desirable for dynamic
information to be transmitted, or encoded, as efficiently as
possible. Intelligent temporal subsampling would have to be
included in any such scheme.

The degree to which spatial and temporal compression may
be joined depends on the degree of interaction between the
two domains. Although activity-index subsampling yields se-
quences that are more intelligible than constant subsampling
for the binary images used in the present study, the overall
level of intelligibility, in relation to full gray-scale sequences,
was reduced (although this particular comparison is across
different groups of subjects). This interaction may suggest that
there is limited promise in combining the two forms of
compression. Indeed, Sperling et al. (1985) found that extreme

spatial compression yielded frames that were temporally de-
correlated, so that additional temporal compression was in-
effective.

It may be, however, that the particular form of spatial
compression used in the present study undermined the success
of activity subsampling. Our binary images were constructed
by painting 10% of the pixels on the dark side of edges black
on a white background, and the selection of pixels to darken
might vary with slight changes in the signer's position. The
physical representation of the signer within the sequence (i.e.,
the contours) emerged as a result of the juxtaposition of the
black pixels averaged over several frames. Accordingly, a
single frame taken from the middle of the sequence may
represent the form of a human only very poorly; motion is
necessary for the true physical structure of the signer to
emerge. By disrupting the temporal characteristics of the
sequences, we induced a breakdown of the spatial structure
of the signer herself. Naturally, with the loss of spatial struc-
ture, intelligibility suffered. A better test of the temporal and
spatial interaction would be to use a spatial compression
scheme that preserves the structure within a frame without
relying on motion cues and spatial averaging that occur
between frames.

Rotational and circular motions. It was noted in the intro-
duction that signs with rotational or circular motions present
a unique problem to the sort of temporal segmentation con-
ducted by the activity index: There are changes in the direc-
tion of the moving component (or components) without a
corresponding change in velocity or acceleration. Depending
on the criteria used to define a rotational or circular motion,
between 6% and 15% of the signs used in this experiment
could be so classified. By using the stricter criteria for inclu-
sion, activity-index performance was compared with constant
subsampling performance within a group of five signs with
rotational or circular motions. There was no statistical differ-
ence between the two subsampling schemes within this group
of signs. As expected, activity-index subsampling presented
no advantage over constant subsampling for this group. In
addition, intelligibility for the group of five rotational/circular
signs was compared with intelligibility for the entire stimulus
set. Although the difference was not significant, almost cer-
tainly a result of the small number of samples, intelligibility
for the rotational/circular signs was, as a group, slightly lower
than that of the complete set. Again, this is consistent with
our expectations.

Despite the shortcomings of activity-index subsampling
that appear when confronted with circular or rotational signs,
the effectiveness of this technique is not likely to be greatly
affected in any environment that more closely resembles the
real world. In a continuous stream of signing, contextual
constraints of the conversation will increase the overall intel-
ligibility of the individual signs. Although there is a ceiling
effect on many easily interpreted signs, these other, more
difficult signs will be made more intelligible. Furthermore, we
note that these signs usually represent a fairly small percentage
of the total number of available signs.

Application, real-time computation. Sperling et al. (1985)
demonstrated that telephone transmission of intelligible ASL
was feasible; the experiments presented here indicate how this
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minimal transmission can be improved by activity subsam-
pling. In order for such a system to be useful to the signing
public, the necessary hardware must be relatively affordable,
easy to use, widely available, and the processing must be
carried out in real time. In the present study, all computations
were performed in software and required considerable com-
puting power and time. However, the computations (the
accumulation of frame-by-frame differences) were deliber-
ately chosen to be of the kind that are easily embodied in
parallel microprocessors. Indeed, we do not see any purely
technical obstacles to producing video telecommunications
devices that can transmit intelligible ASL over the ordinary
switched communications network. Such facilities would have
enormous practical significance for the signing deaf and hear-
ing impaired, reducing their isolation from each other and,
one hopes, from the hearing community at large.

Static Presentation

Optimal number of frames. Two interesting findings
emerge from the static presentation conditions. First, it is
encouraging to note that even in the most difficult condition,
there was still a 30% chance of correctly identifying the
presented sign. This attests to the robustness of the ASL signal.
Second, as noted in the Results section, performance for static
presentation of full gray-scale signs declines when there are
more than 6 fps in the activity sampling condition. Why?

Subjects reported difficulty with the task of scanning
through a page of "printed" ASL frames, although they im-
proved with practice. The most common complaint was that
there were "too many frames to see what was going on." If it
were simply the case that there was an optimum number of
frames for each sign, then we would have expected to see
evidence of this in both subsampling conditions. Yet, this
pattern emerged only for activity-index subsampling. The
difference is that although activity-index subsampling chooses
critical frames, when the frame repetition factor m is increased
in constant subsampling, critical frames are just as likely to
be discarded as any other frames. For constant frame-rate
sampling, the improved performance that would have resulted
at the optimal frame rate is compensated by the loss of critical
information. It is not just that there is an optimal number of
frames, but that there are optimal frames, and that activity
index subsampling is one method of discovering optimal
subsets of frames.

A utomatically generated ASL text. The ability of subjects
to "read" static signs and our ability to use digital image
technology to produce static text raise an intriguing possibil-
ity: messages or even books composed entirely of signed
sequences. The automatic production of such static text offers
ASL signers an opportunity for veridical representation of
ASL conversations that is understandable directly without
mechanical aids, such as VCRs. Direct quotes, jokes, an-
nouncements, and the like can be communicated with indi-
vidual expression and intonation. It remains to be determined
whether signers could, with practice, become sufficiently pro-
ficient at reading signed text to make these possibilities prac-
ticalities.
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